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ABSTRACT
There has been a growing realization that while cities can certainly benefit 
immensely from more granular data collection, algorithmic analytics, plat-
form-based tools, or networked systems, the inherent risks in these techniques 
necessitate a far greater emphasis on governance policy. Concurrently, a series 
of public scandals has revealed the degree to which law enforcement has also 
embraced data technologies, but frequently in secrecy and in contravention of the 
norms of privacy if not the laws. As the digital transformation of societal systems 
continues, these dynamics increasingly play out in the same digital infrastructure 
and data ecosystem – and potentially impact the same residents’ privacy rights. In 
addition, recent developments in so-called ‘big data’ and ‘artificial intelligence’ sys-
tems have called the adequacy of existing privacy rights into question. This debate 
has entered the public discourse and contributed to an ongoing decline in trust in 
government use of data and digital technologies. This report explores the issue 
of data sharing between law enforcement and municipal bodies, and the intersec-
tional risks this sharing has on communities already facing systemic harm. Based 
on interviews with 27 decision-makers in law enforcement and municipal gov-
ernment as well as two expert workshops, we outline the ambiguity around data 
sharing that exists, the heterogeneity in existing governance practices, and detail 
the calls for reform. On this basis, we recommend establishing a working group 
including civil society experts, law enforcement professionals, and responsible 
municipal employees to develop policy proposals to address the issue.
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INTRODUCTION
The last few years have seen concurrent yet unnecessarily disconnected devel-
opments in the Canadian discourse around the governance of public use of data 
and digital technologies in cities. There is a growing realization that while cities 
can benefit immensely from more granular data collection, algorithmic analytics, 
platform-based tools, or networked systems, a far greater emphasis on pre-emp-
tive governance policy is necessary. While the ‘smart city’ project of Sidewalk Labs 
collapsed in 2020, in part under the weight of sustained criticism of its data gover-
nance policies (Artyushina, 2020), the federal Smart Cities Challenge emphasized 
the values and principles of open and responsible governance (Valverde & Flynn, 
2020). Subsequently, the cities of Toronto and Montreal have released frame-
works outlining their guiding principles for the ethical and responsible use of data 
and emerging technology and are currently working on operationalizing these 
frameworks. However, at the same time a series of public scandals has revealed 
the degree to which law enforcement has also embraced data technologies, but 
frequently in secrecy and in contravention of the norms of privacy, if not the laws. 
The most recent such scandal, around the use of the facial recognition technol-
ogy Clearview, prompted the development of an artificial intelligence governance 
policy by the Toronto Police Service (Brandusescu et al., 2021).   

In Canada there is a long-standing dispute over the relationship between police 
services and municipalities. Many services, like the Toronto Police Service, are 
funded by the municipality but are not governed by it, answering instead to a sep-
arate entity, the nominally civilian police service board. This has led to tensions 
around questions of funding and lack of democratic oversight over and insight into 
what that funding supports. In addition, there are ongoing disagreements over 
what the police service boards have governance power over, and what remains 
“operational’ purview of the police services themselves (Roach, 2022). These 
debates over responsibility and governance make it clear that at least in terms 
of society’s rapidly growing data and digital technology ecosystem cities and law 
enforcement are deeply intertwined (Artyushina & Wernick, 2021; Lorinc, 2021). 
Not only are they facing similar regulation issues, but their data and technology 
systems are becoming rapidly integrated: common databases, closed-circuit tele-
vision (CCTV) access, data-sharing projects, similar analytics tools, all operating 
in and adding to cities’ digital infrastructure (Linder, 2021). The risks these tech-
nologies can pose, particularly to marginalized communities, have also become 
unavoidably apparent: biased data, privacy violations, secretive procurement and 
use of new technologies, unethical sharing of data, illegitimate use cases, and 
discriminatory algorithms all have contributed to a decline in public trust in the 
use of data and technology by government services (Bannerman & Orasch, 2019).  

https://www.merriam-webster.com/dictionary/closed-circuit
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This project responds to a dearth of research on this commingled data ecosys-
tem and siloed governance field. Through 27 interviews with practitioners in law 
enforcement and local government as well as two expert workshops, we shed 
empirical light on the state of data sharing and governance between law enforce-
ment and municipal authorities. This report documents what is known about 
this kind of data sharing, the state of data sharing’s governance, and the kinds 
of privacy risk assessment frameworks that are in place. Our goal is to catalyze 
deeper conversation about how to openly, democratically, and responsibly govern 
this intersection and to protect residents facing intersectional risks from deeply 
embedded systemic biases. 

Context
The digital transformation of Canadian society and its government has been 
vigorously underway for well over a decade, driven by the promise of greater 
knowledge of resident dynamics, needs, and barriers as well as the capacity to act 
on this knowledge. Such projects touch on a broad cross section of societal issues, 
from the logistics of public transport management to emergency response, envi-
ronmental awareness, social services delivery, or public safety – and many of 
these issues involve both law enforcement and other municipal services. Out of 
this imbrication we have seen digital transformation projects like the Saskatche-
wan Hub Model designed to better intake, assess, and triage high risk social ser-
vice needs through a centralization of data and service providers (P. S. Canada, 
2018). Likewise, the launch of the Community Safety and Well-Being Plans specif-
ically promises “a roadmap for how the City and social systems that serve Toron-
tonians, such as community services, healthcare systems, education systems, 
justice systems, police and businesses, can work collaboratively across different 
sectors and across governments to support community safety and well-being” 
(Toronto, 2021). Despite these noble intentions, the reality is frequently one of 
still-siloed services, fragmented and patchwork governance, and inadequate risk 
assessment processes and tools. 

Open North has been at the leading edge of open and shared data for the com-
mon good, and the technology that enables it, since 2011. To us, pursuing the com-
mon good means that we prevail past short-term considerations and individual or 
organizational interests to create healthy, just, and sustainable communities with 
strong democratic processes. Through our work on data governance and digital 
transformation, we have observed municipal, provincial, and federal law enforce-
ment being siloed off from best practices designed to protect the privacy, secu-
rity, and overall well-being of residents. For example, through our participation 
in the Open Government Multistakeholder forum with the federal government, 
we observed that the open government commitments for opening and sharing 
data did not include law enforcement bodies. Similarly, the recently tabled Bill 
C-27 on privacy and artificial intelligence legislation specifically exempted law 
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enforcement and security services from the regulation, and the Province of Ontar-
io’s Open Government Partnership commitment on Trustworthy Artificial Intelli-
gence did not include the Ontario Provincial Police. At the municipal level, the City 
of Toronto developed the Digital Infrastructure Strategic Framework that covered 
all aspects of the city’s use of data and digital technology – but could not even 
mention the Toronto Police Service due to their legal institutional differentiation, 
even though technologically the two are deeply enmeshed and are responsible to 
the same residents and accorded the same rights and freedoms.

Problem statement
While many benefits are promised from the further integration and digitization 
of social services through digital data collection, analysis, dissemination, and 
decision-making tools, the risk landscape continues to change dramatically. The 
amount of data collected, its granularity, wide range of sources, and comprehen-
siveness across so many touch points of individuals’ lives, means that existing 
privacy protections are not adequate – particularly not in the case of already 
marginalized and discriminated-against groups. Due to systemic racism, sexism, 
classism, and homophobia such groups are at greater risk than others, and, as 
study after study has shown (Palmater, 2016; Wortley & Owusu-Bempah, 2011, 
2022), are also more threatened by some government institutions, like the police, 
than others. 

This creates a complex landscape of differential threats posed by data produc-
tion and usage which is largely inadequately reflected in the institutional under-
standing of the situation as well as in the governance frameworks and policy 
documents available. In addition, the specific issue of data sharing to and from 
law enforcement is opaque and hidden from public oversight. This report seeks to 
shed some light on this particular aspect of governmental digital transformation, 
and ask of key law enforcement and municipal decision-makers:

1. What they know of the current state of data sharing;
2. How it is governed;
3. What risk assessment frameworks are in place; and
4. Whether governance changes are necessary now or in the future.

With this information we seek to spark a deeper conversation about how insti-
tutions can enable data sharing that supports effective service delivery, while 
also guarding against harms. To this end, we recommend establishing a working 
group to bring together experts from academia, civil liberties organizations, and 
municipal and law enforcement bodies to take up the findings, identify innovative 
alternatives, and chart actionable paths forward.

https://www.ontario.ca/page/ontarios-trustworthy-artificial-intelligence-ai-framework-consultations
https://www.ontario.ca/page/ontarios-trustworthy-artificial-intelligence-ai-framework-consultations
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This report continues by first describing our methodology, then providing a 
detailed overview of the relevant literature on privacy and intersectionality, the 
digital transformation of cities, the digital transformation of law enforcement, 
and how the data governance literature can serve as an analytical frame for these 
issues. It continues with an outline of the empirical findings and analysis of the 
data and then concludes by outlining proposed next steps.
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METHODOLOGY
Given the dearth of research on the data-sharing practices of government agen-
cies with law enforcement, this project was necessarily exploratory. In order to 
methodologically account for the exploratory nature of this process we focused 
on semi-structured interviews as the central method to provide the greatest 
sampling flexibility. However, gaining interview access to law enforcement is 
notoriously difficult (Monaghan, 2017), particularly on potentially sensitive topics 
like privacy and data sharing. By using a snowball sampling approach to develop 
the widest possible sampling net, we hoped to gather sufficient respondents to 
achieve our goals. By the end of the data collection phase, we had conducted 
interviews with 27 individuals across five municipal or regional police services 
and 10 municipal or regional governments. Almost all interviews were between 
30 and 45 minutes long and followed a semi-structured interview guide. Notes 
and recordings, where consent for recordings was given, were encrypted and 
password protected.

Due to the resistance of municipal and law enforcement personnel to participat-
ing in interviews, and the opaque nature of the responses given by those who 
did participate, our data analysis focused on what was not being said as much 
as it focused on what was being said. In order to rigorously identify themes and 
patterns, we utilized standard content analysis qualitative methods (Anderson, 
2007; Roller, 2019) for the interview data, identifying key points and arguments in 
conjunction with the literature review framework. 

After analysis we produced a number of preliminary hypotheses on why details of 
data governance and ethical frameworks were not emerging from the interview 
data and added two workshops of experts to the research methods. An invitation 
to participate in these expert workshops was extended to Brenda McPhail, Renee 
Sieber, Merlin Chatwin, Teresa Scassa, Vivek Krishnamurthy, Christopher Parsons, 
Cristiano Therrien, Jonathan Obar, Bianca Wylie, Daniel Konikof, Alex Luscombe, 
Ushnish Sengupta, Alok Mukherjee, Meghan McDermott, and Jamie Duncan, 
Akwasi Owusu-Bempah, Jagtaran Singh, Michael Kempa, and Kent Roach. These 
workshops provided crucial in-depth analysis and contextual assessment of our 
findings, validating our problem statements, and underscoring the need for seri-
ous further work on data-sharing governance innovation and improvement. The 
results of these workshops are summarized in the second section of the Analysis 
chapter.
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Limitations
While we knew at the onset that gaining a sufficiently geographically represen-
tative interview response rate was unlikely, we were surprised by the level of 
resistance we encountered to responding to our inquiries and participating in 
interviews. While we were able to conduct interviews with personnel from five dif-
ferent law enforcement agencies, many more turned us down or rescinded initial 
interest before the interview could take place. The rejection rate was high amongst 
cities too, although not to the same degree. The non-response rate amongst law 
enforcement was roughly 75%, while among municipal contacts it was around 
one third. As such, our results can only be taken as underscoring the existence of 
the issue, and not as indicative of the representativity of the cases across Canada. 
While this lack of cooperation and transparency is undoubtedly a limitation, it 
is itself also stark evidence of inadequate public, accountable, and democratic 
data governance work being advanced at the intersection of law enforcement and 
municipalities in Canada.



The Intersectional Privacy Risks of Data Sharing  
Between Law Enforcement and Local Government

pg 9

LITERATURE REVIEW
Privacy, intersectionality, and digital transformation
Privacy law in Canada is well-articulated by numerous resources (Bannerman & 
Orasch, 2019; Canada. Department of Justice, 2019; O. of the P. C. of Canada, 2014; 
Grieman, 2019; Robertson, Khoo, & Song, 2020) and does not require extensive 
repetition here. What is central to this report is that Canadian privacy law is facing 
ongoing criticism for failing to keep up with the massive changes to the digital 
landscape. Teresa Scassa, amongst many, has written that “the rapidly changing 
digital and data landscape has placed increasing pressure on Canada’s existing 
data protection frameworks,” and “while data protection law stagnates, data col-
lection continues to increase in volume and variety” (Scassa, 2020a, p. 173). It is 
not the goal of this report to offer further criticism of Canadian privacy regula-
tions, let alone suggest paths forward. Instead, this section sets the stage for how 
privacy and risk are currently thought about with regards to data sharing between 
local government agencies and law enforcement by providing an overview of the 
key areas of concern in the literature.

In addition to general criticism that Canadian privacy law is no longer adequate 
to the ‘big data’ and ‘AI’ digital economy, more specific concern has been voiced 
around its ontological focus on individuals’ privacy. As has been extensively 
argued (Bannerman & Orasch, 2019; Scassa, 2020a), privacy rights in Canada (as 
well as other Organisation for Economic Cooperation and Development countries) 
take an ontologically individualist approach in giving protection to a very specific 
kind of data, known as personally identifiable information (PII), under a set of 
laws that apply to different sectors. The Privacy Act (the Personal Information 
Protection and Electronic Documents Act, PIPEDA) covers the Government of Can-
ada’s collection, usage, and disclosure of PII data; PIPEDA, with some exceptions, 
covers the private business sector (with substantially similar laws in place in B.C., 
Alberta, and Quebec); and the provinces have their own public sector privacy laws 
(O. of the P. C. of Canada, 2008). What constitutes PII differs slightly from law to 
law, but in general it can be said to cover (O. of the P. C. of Canada, 2014):

• race, national or ethnic origin,
• religion,
• age, marital status,
• medical, education, or employment history,
• financial information,
• DNA,
• identifying numbers such as your social insurance number, or driver’s li-

cense, and
• views or opinions about you as an employee.
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What is not considered PII can include:

• Information that is not about an individual, because the connection with a 
person is too weak or far-removed (for example, a postal code on its own 
which covers a wide area with many homes);

• Information about an organization such as a business;
• Information that has been rendered anonymous, as long as it is not possible 

to link that data back to an identifiable person; 
• Certain information about public servants such as their name, position, and 

title; and
• A person’s business contact information that an organization collects, uses, 

or discloses for the sole purpose of communicating with that person in rela-
tion to their employment, business, or profession.

In other words, privacy legislation protects data that relates directly to an indi-
vidual. In the context of data sharing between local government and law enforce-
ment, what constitutes PII is outlined by provincial privacy legislation (e.g. the 
Freedom of Information and Protection of Privacy Act, FIPPA, and the Municipal 
Freedom of Information and Protection of Privacy Act in Ontario), and this legis-
lation forms the basis of the privacy risk determination carried out in a privacy 
impact assessment (PIAs). PIAs have become the standard tool and procedure by 
which to assess the potential privacy risk posed by a new digital technology or 
data collection and analysis system. 

However, this PII-based approach to privacy remains under sustained criticism. 
Computer scientists have shown that in the age of big data, key mitigation tech-
niques like anonymizing or de-identifying data (i.e. stripping data of PII, or through 
other computational processes rendering it no longer PII) can easily be undone 
through the correlation of multiple data sets (Bradbury, n.d.; Lomas, 2019; Rocher, 
Hendrickx, & de Montjoye, 2019). This seriously undermines a key privacy safe-
guard in Canadian privacy legislation (Ladak, Ladak, & Ladak, 2021; Rosner, 2019). 
This has led to new calls for implementing so-called Privacy by Design techniques, 
although the degree to which these are actually adopted versus merely paid lip 
service to is unclear.

In addition to the insufficiency of this key mitigation technique, PIAs as a whole 
have been criticized. Scassa ( 2020a, p. 182) notes that “the BC Commissioner was 
concerned that “a PIA that only assesses technical compliance fails to account 
for the wider risks that initiatives can raise for the personal privacy of individuals 
whose lives and personal information are affected” (OIPC, 2004, p. 26). The most 
recent assessment of the state of PIA implementation is now a decade old, but 
the authors (R. M. Bayley & Bennett, 2012, p. 184) noted then that “With regard 
to implementation, Canadian PIAs also fall short. The extent to which the PIAs 
are revisited and revised and the promised mitigation measures implemented is 
unknown. However, privacy regulators have reason to believe that PIA plans are 
not always carried out.”
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Beyond PII-centric technique, and particularly in the light of the emergence of 
‘big data’ and ‘artificial intelligence’ technologies,1 experts have increasingly been 
arguing that such an individualistic ontology is insufficient to cover all privacy 
risks (Barocas & Nissenbaum, 2014; Bennett & Bayley, 2016; Taylor, Floridi, & Van 
der Sloot, 2016). As Taylor et al. argue 2016, p. 10), “much attention is paid to the 
concepts of anonymisation, of protecting individual identity, and of safeguarding 
personal information. However, in an era of big data where analytics are being 
developed to operate at as broad a scale as possible, the individual is often inci-
dental to the analysis. Instead, data analytical technologies are directed at the 
group level.” In other words, if the information is not protected by one of the 
laws (i.e. is not recognized as ‘personal information’) then the confidentiality or 
mitigation obligations laid out in the law do not apply. The inquiry into whether 
data can be disclosed under the law without the knowledge or consent of the 
consumer, and whether police need a warrant/production to obtain it, relies in 
large part on the nature of the data collected. Data that is not identifying, that 
doesn’t track the location of an individual or their device, and that is not about a 
specific person may not be private enough to fall under the protections of either 
PIPEDA or section 8 of the Canadian Charter — yet this data also poses significant 
risks to the freedoms that privacy is intended to safeguard: “Privacy rights are 
increasingly understood as having collective and not just individual dimensions” 
(Scassa, 2020a, p. 175).

The rationale for protecting individuals’ privacy was not just to protect the sanc-
tity of their personal information per se, but more fundamentally to ensure 
“autonomy, human dignity, personal freedom or interests related to personal 
development and identity” (Taylor et al., 2016, p. 14). The UN Office of the High 
Commissioner for Human Rights  (2011, p.5) defined privacy as the “presumption 
that individuals should have an area of autonomous development, interaction, 
and liberty”; this freedom is frequently posited as foundational to other rights, for, 
as Privacy International writes, it “gives us a space to be ourselves without judge-
ment, allows us to think freely without discrimination, and is an important ele-
ment of giving us control over who knows what about us” (Privacy International, 
2017). However, as Barocas and Nissenbaum (p.45) write, “common applications 
of big data undermine the values that anonymity traditionally had protected” and 
“even when individuals are not ‘identifiable’, they may still be ‘reachable.’”

Big data technologies enable the analysis of such large and encompassing data 
sets; for example all cell phone location data throughout a city, that people’s 
autonomy, freedom, and interests could well be infringed upon without any 
individual understanding of who they are. Taylor et al. (p. 15) write, “policies and 
decisions are made on the basis of profiles and patterns and as such negatively or 
positively affect groups or categories.” It is on this basis that privacy philosophers 
like Nissenbaum, Taylor, and Floridi have conceptualized the idea of “group pri-
vacy” (Taylor et al., 2016) as a way of positioning groups, even anonymized ones, 
as being at risk for privacy violations.

(1) The rationale for 
using scare quotes will 
be explored in subse-
quent sections
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In recent years, we have seen numerous examples of how such big data technol-
ogies and, more recently, artificial intelligence technologies, have discriminated 
against groups of people  (Barocas & Selbst, 2016). In most cases these have 
been already marginalized groups, as in the case of such technologies used to 
make decisions about social welfare (Eubanks, 2018), immigration (Molnar & Gill, 
2018), recidivism risk assessment (Mattu, n.d.), advertising and online search 
results (Noble, 2018), and – most directly relevant to this report – in policing. 
Extensive research has now shown that ‘big data’ or ‘AI’ tools like predictive 
policing or hotspot analysis (Brayne, 2017; Linder, 2021; Richardson, Schultz, & 
Crawford, 2019; Robertson et al., 2020; Tulumello & Iapaolo, 2022) use the same 
pattern-identifying techniques to construct groups of people, or areas in which 
groups of people live, and single them out for specific action. In an extensive 
assessment of the situation in Canada, Robertson, Khoo, and Song (2020) came 
to the conclusion that such technologies would potentially violate the Charter 
rights of Canadians. Indeed, specifically on the issue of data sharing between law 
enforcement and other government agencies, they quote the UN Human Rights 
Council as saying that data sharing between law enforcement agencies and other 
state agencies risks violating privacy rights “because surveillance measures that 
may be necessary and proportionate for one legitimate aim may not be so for the 
purposes of another” (UN Human Rights Council, 2014, p. 27).

However, privacy regulations still lag behind this growing awareness. As Bennett 
and Raab write, “Indeed, this understanding is not entirely absent amongst privacy 
advocates and regulators as well, although the extent to which they can embrace 
it is constrained by the persistence of the individualistic and rights-oriented par-
adigm” ( 2018, p. 34). Recent policy-making around artificial intelligence tech-
nologies has begun to introduce broader thinking on collective or group privacy. 
In 2022, the Standing Committee on Access to Information, Privacy and Ethics 
released a report on facial recognition technology that acknowledged the social 
and collective risks to groups posed by such technologies. Artificial intelligence 
policies currently being developed by the Toronto Police Service also recognize 
the potential for these technologies to discriminate against groups. In these 
developments is the tacit agreement that ‘big data’ or ‘AI’ technologies can dis-
criminate intersectionally. In other words they have a history and predisposition 
to amplifying existing gender-based, racializing, and class-based biases.

The juncture of intersectionality, privacy risk, and emerging technology is an 
immensely broad subject and has been covered from many angles (Benjamin, 
2019; Crawford, 2021; Grzanka, 2018; Rambukkana, 2021). The following two sec-
tions will look specifically at the literature around the digital transformation of 
cities and intersectional risk and at law enforcement.
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Digital transformation of cities and risks
Cities have become critical epicenters for responding to systemic risks across 
the societal spectrum. From poverty to nutrition, from education to aging, from 
wealth inequality to discrimination, from health to welfare, from technological 
change to environmental breakdown, or from conflict to immigration, all these 
issues intersect in cities – and as a result so do many of the undertaken and pro-
posed solutions. It is for this central role that cities play that global bodies like the 
UN, the World Bank, or the European Union have invested vast sums in rethink-
ing the governance of cities to meet these challenges. One area in which these 
tensions are brought together most dramatically is the digital transformation of 
cities. Cities have always been the locus and the testbeds for political projects, and 
the rapid rise of digital technology and its promises over the last few decades has 
led to a plethora of theories, discourses, projects, movements, and economic and 
social interests, all vying to chart a new, technologically based paradigm going 
forward for municipal structure (Lorinc, 2022; Mosco, 2019). 

This technology-focused urban discourse has often been called the ‘smart city,’ 
however this term is now widely acknowledged to be creation of private industry 
public relations and to be more misleading than clarifying – particularly when 
attempting to delineate the intersectional risks posed (Green, 2019). Instead 
we refer to the digital transformation of cities through the adoption of smart 
technologies, a concept that enables a more social science-driven analysis of the 
structural, policy, social, economic, and political effects that have come about as 
a result of the use and attempted use of digital technologies in urban governance. 
There is a vast literature on this topic covering everything from political economy 
to policy and environmental science. Our goal in this section is to provide a foun-
dational outline of the literature on how data collection and usage is developing 
in cities and what intersectional risks this poses.

Pre-dating the discourse of ‘smart cities,’ the technological and computational 
capacity to collect ever larger amounts of data, and to store, share, and ana-
lyze them, drove a “remarkably consistent vision of digital era public manage-
ment reform” (Clarke, 2020, p. 98). Out of this vision, Clarke argues, developed a 
self-propelling dynamic in which “when public services and spaces are digitized, 
they produce and are subsequently shaped by vast troves of data” (105). Data 
began developing a significance, a value, and function, within municipal gover-
nance that was qualitatively as well as quantitatively different from the collection 
and usage of information in urban history until that point – this came to be known 
as digital urbanism, the digital city, the smart city, smart urbanism, or a host of 
similar terms (Brown & Toze, 2017; Lauriault, McArdle, & Kitchin, 2018; Meijer, 
2018).  

The promises were that increased ‘big data’ collection and analysis would make 
the city ‘knowable’ at greater depth and breadth than hitherto possible, while 
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algorithmic and automated analyses and decision-making systems would enable 
viable responses to this new knowledge at a scale and high speed (Kitchin, 2014a, 
2014b). As Tulomello and Iapaolo ( 2022, p. 6) write, 

“Grounded in positive visions of data-driven urban omniscience, the epistemo-
logical assumption behind smart urbanism is that each city functions, ideally 
at least, as a complex “system of systems”—including transportation, energy, 
education, health care, public safety, and security (cf. IBM, 2011, p. 2; Marvin and 
Luque-Ayala, 2017). As such, cities’ overall performance can be optimized by 
tackling urban problems in a holistic and coordinated fashion through the inte-
grative analysis of geosocial data.”

As the authors and many other researchers argue (Mattern, 2021; Shapiro, 2020), 
the vision of data-driven governance was one of immense, ongoing data sharing 
across a fully interconnected and digitally networked city, coupled with as near to 
real-time analysis of and reaction to the data as possible.

Such a governance system, however, necessitated a significant shift in the loci of 
power and control. At that scale, at that speed, and at the level of deep embed-
dedness in information technology systems, many decisions were buried from 
easy oversight: “In these circumstances, the data steward (the actor or actors 
that control and manage those data) become de facto or de jure depending on 
the arrangement, the dominant governance actor wielding policy, oversight, and 
regulatory controls” (Clarke, 2020, p. 105). Critics also pointed out that the private 
technology vendors had an outsized impact on what technological solutions were 
designed for which problems (Green, 2019; Valverde & Flynn, 2020), leading to 
what some called “policy making by procurement” (Crump, 2016). As Franke and 
Gailhofer argue, “in the case of smart cities, and digitalization in general, the public 
sector does not have a leading, let alone monopolistic, control over either data 
or the tools to use it. Rather, it is confronted with an all-encompassing societal 
transformation which is dominated by private corporations. Moreover, the rela-
tionships between different actors have changed and become more complex” ( 
2021, p. 4). While this research is largely based on the experience of large, global 
cities, the lobbying of municipalities by private corporations is evident in the Cana-
dian context. 

As we began exploring in the section on privacy and intersectional risk, and can 
concretize with regards to municipalities here, these technological changes were 
also political, economic, and social changes that brought about a new spectrum 
of associated risks. A central, and we argue often overlooked, dynamic in thinking 
about risk – and particularly privacy risks – here is the simultaneous risk resulting 
from inclusion in the system and from exclusion from it. This has been termed 
the problem of hypervisibility and invisibility in surveillance studies (Benjamin, 
2019; Browne, 2015). Inclusion in the system means exposure to privacy breaches, 
algorithmic biases, and the effects of data-driven governance measures with a 
long history of negative, intersectional effects for marginalized communities. 
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Exclusion from the system can mean avoiding some of these effects, but also 
means lack of access to needed, beneficial services like healthcare, transpor-
tation, security, financial services, etc. These tensions are not a dichotomy, but, 
rather, frequently overlap and play out along the digital divide: the inequality gap 
that has opened up dramatically between those who have the privilege and the 
resources to access a city’s high-tech services without risk of either invisibility or 
hypervisibility and those who do not and thus must contend with both (Abdelaal 
& Andrey, 2022; Andrey, Masoodi, Malli, & Dorkenoo, 2021).

It is on these lines of tension that intersectionality becomes a crucial lens. The 
divide, the effects of hypervisibility and invisibility, are not polarized but rather 
differentially distributed across a range of different groupings by age, gender, 
sexuality, racialization, and class. If privacy rights serve to safeguard rights and 
freedoms like autonomy, dignity, expression, freedom from discrimination, etc., 
then they must start by considering how these rights and freedoms are impinged 
upon along the intersectional lines of cities digital transformation.

There are innumerable examples of such violation or invasion in cities across the 
globe, but for the scope of this project around data sharing there are several 
significant issues. Data, as experts have pointed out, is not found in the world; it 
is created. It is the fabrication of technological systems responding to economic, 
political, and social needs, and thus suffers from the same problems of bias, error, 
and partiality. Further, as a product of interests, data is thus also predominantly 
the product of powerful interests. What gets measured, how, for which purposes, 
and to what effect is, to a large extent, determined by power (Beer, 2016; Foucault, 
2019). In cities, the marginalization of groups can be caused, at least in part, by 
whether issues that affect them are poorly datafied (public transport coverage, 
access to nutritious food, broadband internet access, effects of climate break-
down, etc.), or where the data is removed from their control and used against 
them with little option for recourse (social services data, financial data, etc.). It is 
in these differentializing power structures of data that we find the intersectional 
risk to autonomy, dignity, self-expression, freedom from discrimination, etc. that 
privacy regulations are supposed to guard us against.

Finally, what the vast literature on the function and governance of cities as well 
as Open North’s own influential work defining a more progressive “Open Smart 
City” (Open North, n.d.) also teaches us is that cities are not monoliths. Indeed, the 
very idea of the smart city as a “system of systems” constantly sharing data is 
predicated upon the understanding that cities are actually heterogeneous assem-
blages of various actors, each with its own powers, interests, and effects. What 
intersectional urban studies show us is that historically and ongoingly some of 
these actors have had markedly more harmful effects on marginalized commu-
nities than others. As such, from a data sharing and governance perspective, we 
must ask ourselves whether a blanket privacy risk assessment can be applied to 
all actors within a city, or whether some need to be treated with particular caution.
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Digital transformation of law enforcement and 
risks
In parallel with the digital transformation that cities as a whole have been under-
going, policing has changed dramatically in its use of data and technology. The 
history of technological change goes back via multiple genealogies to the advent 
of patrol cars and two-way radio on the one hand and the introduction of central-
ized computational statistics for crime analysis on the other (Wilson, 2017, 2019a, 
2019b). From these developments was born, in the late 90s and through rapid 
growth post-9/11, a massive and far-reaching transformation of the collection, 
analysis, and communication of data within police services and between police 
services and others government entities (Brayne, 2020; Ericson & Haggerty, 1997; 
Ferguson, 2019; Linder, 2021). Many of the same ideas around governing, or polic-
ing, on the basis of ‘big data’ collection and analysis emerged in law enforcement 
as well – driven in part by many of the same private vendors like Microsoft, IBM, 
or Motorola intensely lobbying police services to procure and implement their 
technologies (Linder, 2021).

Surveillance and security studies researchers have detailed extensively how, in 
the wake of 9/11 and the subsequent pressure and funding in the United States 
for police to engage in massive counter-terrorism surveillance (Ajana, 2013; 
Muller, 2010), vast systems of data collection, analysis, and sharing were set up 
(McQuade, 2015). The development of the infrastructure and computational tech-
nologies to conduct such surveillance, collect and store the data, analyze and 
share it, brought about the construction of a vast system of policing data that 
stretched far beyond the U.S. into similar developments in the U.K. and Canada 
and the rest of the Five Eyes global surveillance network (“Five Eyes | Privacy 
International,” n.d.). On a more local, municipal policing level, Ferguson (2019) and 
Brayne (2020) have laid out in detail how police services began acquiring and 
using numerous new surveillance tools to collect data on cellphone locations, 
vehicle locations, social media, CCTV networks, and biometrics and to tap into 
databases held by other government agencies like social services, vehicle regis-
tration, traffic departments, other emergency services, and urban planning. As 
Linder (2021) described in detail, in Canada (as well as the U.S. where the trend 
began) these technologies continue to be used by police long after whatever ter-
rorism threat that might have existed has disappeared and are now frequently 
centralized in so-called Real-Time Operations Centres (RTOCs). RTOCs serve as 
central command and control units for real-time big data collection, analysis, and 
dissemination. Their function is to access, analyze, and share data from the wide 
suite of CCTV, databases, algorithmic data mining, and automated decision mak-
ing tools in order to, like cities, process and respond to data on a scale and at a 
speed that was previously impossible. 

In Canada, as well as the U.S. and elsewhere, the last decade has seen numer-
ous examples of police services breaching privacy regulations with tools like 
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international mobile subscriber identity (IMSI) catchers or ClearviewAI or operat-
ing in unregulated areas that were later deemed unacceptable (Bennett, Haggerty, 
Lyon, & Steeves, 2014). Compounding this disregard for privacy laws, it has been 
argued by numerous policing scholars that these surveillance and data analytics 
technologies exacerbate existing tendencies towards intersectional discrimination. 
Significant research has now shown that Canadian policing’s historical discrim-
ination against racialized communities (Maynard, 2017; Roach, 2022) and other 
marginalized groups like the homeless continues to this day (CBC News, 2022; 
Kwon & Wortley, 2022; Palmater, 2016; Stelkia, 2020; Wortley & Owusu-Bempah, 
2011). Technologies like predictive policing, hot spot analysis, facial recognition, 
gunshot detection, or social network analysis have all been credibly accused of 
amplifying biases that already exist in data, enabling the hypervisibilization of 
already-discriminated against groups, obscuring discriminatory practices behind 
a false veneer of technological objectivity, and introducing further discrimination 
through biased algorithms (Brayne, 2017; Ferguson, 2019; Linder, 2021; Richardson 
et al., 2019; Tulumello & Iapaolo, 2022). An extensive analysis of these systems 
within the Canadian legal system came to the conclusion that these technologies 
and practices have “the potential to violate fundamental human rights and free-
doms that are protected under the Canadian Charter of Rights and Freedoms (‘the 
Charter’) and international human rights law” (Robertson et al., 2020, p. 3). 

What researchers like Brayne (2020) and Linder (2021) have shown is that these 
potentially harmful technologies frequently rely on data acquired through data 
sharing with municipal agencies. It is well past time that the siloing of thinking 
about the ethical and responsible digital transformation of cities and law enforce-
ment be broken down. The next section takes a closer look at these intersections 
and provides an analysis of the legal situation for those intersecting technologies 
that have been treated in court.

Convergence of municipal and law enforcement 
digital transformation and emergent risks
From the perspective of the developments in data and digital technology usage, 
cities and law enforcement over the last decade are almost indistinguishable 
in terms of means. As Tulumello and Iapaolo write, “thus, put into perspective, 
the city-scale implementation of smart solutions, including predictive policing, 
as tools to solve otherwise intractable problems can be understood as part of 
a broader trend towards algorithm-based policymaking, and must be framed 
within the context of the smart city’s global discourse and imaginary” and “crime 
control and prevention are interconnected with virtually every domain of urban 
policy, thus working as a synecdoche for urban policy more generally” ( 2022, 
p. 5). Joh offers the same analysis, saying “as cities become ‘smart’, connected 
and watchful, policing will become a less visible and a more embedded aspect 
of the urban environment. These developments represent but one more step in 
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the rapid changes brought to policing by the increasing use of digitized data and 
artificial intelligence” (Joh, 2019, p. 181).

This convergence of law enforcement and municipal governance is causing a wide-
spread erosion in public trust, as Bannerman and Orasch (2019) detail. Their sur-
vey found that 88% of Canadians were concerned about their privacy in smart city 
contexts. When asked about specifics aspects of smart cities, study participants 
expressed the the greatest amount of concern about data sharing with police, with 
76% saying that it shouldn’t be permitted or only with appropriate safeguards. In 
their legal analysis of this intersection, Robertson et al. (2019) found that “prob-
lems may arise when data is shared between law enforcement agencies, other 
government bodies, and the private sector” (p. 74) and “such data sharing arrange-
ments could also erode public trust in essential social services and public service 
employees or deter vulnerable individuals from accessing such services” (p. 83).

A clear example of this convergence was provided by Thunder Bay’s proposal 
for the Federal Smart Cities Challenge. The bid called for the use of smart city 
funding to support the development of an extensive police surveillance apparatus 
(DUNCAN & BARRETO, 2022). The bid makes the technological parallels between 
smart city devices and policing devices unmistakably apparent. It calls for “invest-
ments in smart public safety technology and infrastructure” (Thunder Bay, 2018) 
in which  

• “smart poles will serve as connected safety stations and include intelligent 
surveillance cameras to record and analyze imagery in real time [and] send 
alerts based on suspected activities”;

• “cognitive-based analytic systems (smart with prescriptive analytics) will 
analyze streaming data and issue alerts to appropriate response teams to 
action alerts (e.g. based on crowd size and activities). The system can detect 
violence or intoxicated citizens”; and

• “video Surveillance with Smart Camera and outdoor occupancy sensors 
(LoRa sensors) will be used to analyze and track people (without compromis-
ing privacy) quickly with the use of facial recognition and motion signature 
(gates). Location application overlay of movement and association (attes-
tation) can be determined to narrow the search radius for missing people.”

Although ultimately unsuccessful, this bid for federal funding is a carbon copy 
of existing real-time operations centres in police services in major urban centres 
across Canada and the United States. This surveillance-based digital transforma-
tion paradigm is only facing partial, piecemeal resistance when isolated technol-
ogies are criticized and ruled on in court. However, what can be criticized and 
ruled on in court is primarily a product of what the public can uncover, and law 
enforcement in particular has engaged in extremely secretive behaviour around 
digital data technologies. As a number of researchers in Canada have attested to 
(Linder, 2021; Monaghan, 2017), police secrecy impedes democratic oversight and 
discussion of the validity of these technologies and so critically undermines their 
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legitimacy. Robertson et al. (2020) argue that “the absence of complete informa-
tion poses a significant challenge in determining the extent to which existing or 
potential uses of algorithmic policing technologies may violate police agencies’ 
constitutional and human rights obligations or may raise other legal concerns” 
(p. 150). This opacity and ambiguity was a key motivation behind this project, and 
also a central finding. However, before moving to that discussion a more granular 
look at how the courts have tackled the issue is necessary.

What does the data governance literature 
contribute to this issue?
As we have argued so far, rapid digital technological change has been frequently 
catastrophically undemocratic and exploitative, and one vector – although by no 
means the only vector – through which this has occurred is via the direct and indi-
rect violation of privacy and the resultant intersectional risks to human rights and 
freedoms. The sometimes subtle, sometimes blatant violations of these rights 
has led to a wide-ranging collapse in public trust in private and public usage of 
digital technologies (Bannerman & Orasch, 2019). We argue in this section that 
data governance is evolving into a crucial tool with which to redesign how data 
and technology are used in society and rebuild that trust. 

Discourse and practice around data governance has evolved considerably over 
the last decade, moving from a predominately corporate concept to an explicitly 
politicized socioeconomic framework for shifting power, benefit, and responsibil-
ity in a rapidly digitizing society. There are several aspects to this change, however 
the most relevant to this report are data governance’s promises to restore trust 
in digital systems through accountability, transparency, and inclusivity-enhancing 
measures. Although still undergoing rapid evolution, several such data gover-
nance measures are developing to achieve these goals by transforming how the 
public is involved in decision making across the data and technology lifecycle and 
how privacy and risk are assessed on collective and systemic levels as well as 
individual.

The concept of data governance derives originally from the private sector and 
was advanced throughout corporate industry as a framework through which 
to maximize the value that could be derived from the data a company held. 
Numerous handbooks and manuals, most notably the ‘Data Management Body 
of Knowledge’ but many more besides, attest to this governance treatment of 
data as a resource to be effectively managed and leveraged for profitable gain. 
However, with the rise of the ‘smart city’ as outlined above, so too the idea of 
data governance entered into the sphere of municipal governance. Given the 
marked neoliberal, private sector-driven structure of early ‘smart city’ projects 
(Cardullo, Di Feliciantonio, & Kitchin, 2019; Mattern, 2021; Mosco, 2019; Valverde 
& Flynn, 2020) this crossover is unsurprising, particularly in the wake of decades 
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of New Public Management transformation. In this discourse, cities were exhorted 
to understand the multivalent, pluripotent value of data: to realize its multiple 
uses and values, and to best effect such realization through comprehensive and 
rigorous data governance (Abraham, Schneider, & vom Brocke, 2019; König, 2021). 

As the field of smart city development has matured, however, there have been 
movements to shift away from private sector- and user-centric paradigms into 
more ecosystemic conceptions of cities as networks with highly heterogeneous 
stakeholders, communities, interests, and incentives. “Data governance,” as Franke 
and Gailhofer put it (2021, p. 5), “in turn, decides what data may be collected and 
used, by whom, in what way, and for which purpose, including, e.g., rights to 
access and/or use data as well as rules to manage and control the quality and 
completeness of data.”  In this change, so too the concept of data governance 
has expanded. As we saw in the previous sections, thinking about data became 
more than thinking about data as a singular resource and instead involved con-
sidering it as an environment, or a “datasphere” (Davies, 2022). As Choenni et al. 
write, “Given, on the one hand, the importance of data sharing in a smart city and, 
on the other hand, the increased complexity involved with data sharing among 
(many) stakeholders, we argue the need for establishing appropriate data eco-
systems” (Choenni, Bargh, Busker, & Netten, 2022, p. 32). This paradigm treats 
“data as being more than just about data” but instead as being constitutive as well 
as reflective of society’s structure (Linder, 2023). Data, as Kitchin has argued, is 
not given in the world but rather constructed by the systems people have put in 
place – in which case data governance is a crucial mechanism involved in that 
construction. Whether concerning data collection, quality, sharing, management, 
sale, visualization, or destruction, these are all data governance issues and are 
fundamental in the central sense to the structure of our society. Data governance 
therefore concerns itself with society as a system.

This change in thinking places greater emphasis on three key components, and in 
so doing crucially re-orients the purpose and goal of data governance: participa-
tion, value, and risk. As Franke and Gailhofer’s definition above demonstrates, the 
first change that comes through clearly in their definition is the centralization of 
the ‘who’ of decision making as prior to the ‘what’ of the decision. If data gover-
nance is fundamental to the structure of society, it behooves a democracy to be 
inclusive in the structure of decision making. In combination with the realization 
that there are multiple types and perhaps contradictory interests in value cre-
ation with data, we’ve seen the wild proliferation of thinking and experimentation 
with different data governance models, like data trusts, commons, collaboratives, 
cooperatives, and other stewardship models. To appropriate a phrase: data is too 
important to be left to the managers – the public must be brought in.

The issue of broader participation and value is crucial, but less immediately rele-
vant to this particular project. On the issue of intersectional privacy risk and gov-
ernance, the change in thinking about data governance has also placed greater 
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emphasis in the literature on thinking more expansively about risks, and the need 
for more participatory democratic involvement. In the corporate approaches risk 
is treated mainly from a compliance perspective, and data governance tools were 
concerned with issues like cybersecurity or adherence to privacy legislation. In 
Canada, the collapse of the Sidewalk Labs smart city project in Toronto had, to 
a large degree, to do with the mismatch in existing data governance thinking 
around issues of risk, privacy, and who got to have a say in what data was shared 
with whom, for which purpose, and how the risks around that were analyzed and 
mitigated (Lorinc, 2022; O’Kane, 2022; Valverde & Flynn, 2020). Indeed, Scassa, 
writing about the abortive attempts to develop new data governance models 
towards the end of the Sidewalk Labs project, says “in some cases, the nature 
and/or volume of the data to be collected, the obvious demand for access to the 
data, the individual or group interests in the data, or the need for compromise 
between public and private sector partners, may call out for the creation of a new 
data governance framework to facilitate data sharing according to articulated val-
ues” (2020b, p. 46). In response, municipal data governance in Canada is trending 
towards more “openness and collaboration” (Chen, 2023, p. 105), and some of the 
larger cities like Toronto and Montreal have begun developing digital charters on 
data governance to emphasize risk assessment and community engagement, e.g. 
the City of Toronto’s Digital Infrastructure Strategic Framework.

Choenni et al (2022, p. 41) have conducted a recent assessment of identified 
changes to data governance as a result of the kinds of privacy issues we identified 
in the previous section. It is worth quoting them at length here. They recommend 
a framework that

• is attuned to identifying and mitigating privacy risks, rather than making a 
dichotomy between personal and non-personal data, or between private and 
public spheres,

• provides a new approach to notice and choice, with an emphasis on enhanc-
ing user awareness and understanding rather than presenting corporate dis-
claimers of liability,

• allocates responsibility according to data usage and the risks inflicted to 
data subjects, rather than making a formal dichotomy between data control-
lers and data processors,

• makes a sensible balance between data retention needs and individuals’ 
right to be forgotten; and

• governs cross border data transfers based on accountability and ongoing 
responsibility, rather than creating arbitrary barriers and requiring bureau-
cratic form fillings.

The first and second point have been treated as particularly important, and 
Choenni et al. (p. 41) themselves complete their assessment with “In summary, 
there is a need for alternative types of agreement such as the formation of mul-
tistakeholder bodies and mechanisms to help privacy governance.” The last few 
years have shown considerable innovation in thought, and slowly even in deed, 
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in this area. The growing realization that there are risks to autonomy, dignity, 
self-determination, free speech, etc. – rights that are safeguarded at least in party 
by privacy rights –  that function on the collective or group level, or further up the 
value chain, and thus are not countered by regulations centered on personally 
identifiable information, has led to growing calls to incorporate public engage-
ment in privacy and risk assessment.

This expansion of data governance thinking to actively include public participation 
has been most notable in the subsection that concerns itself with the governance 
of artificial intelligence and big data technologies. Indeed, Solano et al., writing 
about AI data governance for the European Union (Solano, de Souza, Martin, & 
Taylor, 2022, p. 4), argue that given the rapid changes to the way data is being 
collected and used, and thus the unknowability of emergent risks, structural 
involvement of public participation, particularly of marginalized and impacted 
communities, is essential. The growing literature on algorithmic impact assess-
ments (Moss, Watkins, Singh, Elish, & Metcalf, 2021; Reisman, Schultz, Crawford, 
& Whittaker, 2018) emphasizes the criticality of community involvement in the 
assessment of intersectional risks, but also warns that it is a potentially very 
broad term that can be understood differently by different stakeholders and 
end up obfuscating more than it clarifies. As such, it is crucial, as OpenNorth has 
argued extensively (Linder, 2023), to ensure that public engagement is transpar-
ently and accountably determined within a data governance framework, while 
also ensuring it is flexible enough to adapt to the issue under consideration.

While, as many researchers continue to point out, the field of data governance 
research and development continues to change rapidly, what this outline shows 
is that data governance is expanding its remit to cover a much broader digital 
ecosystem. This expansion is driven, in part, by concerns about privacy risks that 
are not easily grasped within more established privacy protection regulations: 
group privacy, social harms, risk from upstream applications of aggregated or 
de-identified data, algorithmic bias, and as yet unknown emergent risks. While 
data governance is not on its own a solution, nor is it yet even clear what exact 
structures it should take on, it is rapidly becoming a key tool in the toolbox for 
municipalities. Recommendations like clear and accountable mechanisms for 
public engagement, transparent decision making across the data lifecycle, risk 
analysis beyond PII, and alternative data stewardship models are all charting new 
paradigms for intersectionality-aware data governance.

Yet despite this advance, and the extant debate about policing and data, this data 
governance literature looks exclusively at cities in general and higher levels of 
government, or at private corporations. The discourse has not yet expanded suf-
ficiently to explicitly consider an organization like law enforcement, even though 
it is a significant and unique actor in the digital data ecosystem. The next section 
takes a step in that direction by delineating our empirical findings on the state of 
governance of data sharing between law enforcement and cities.
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RESEARCH FINDINGS

Law Enforcement and Local Government
As noted in the methodological section, we conducted interviews with 27 individ-
uals across five municipal or regional police services and 10 municipal or regional 
governments. Due to the high level of resistance we encountered to being inter-
viewed on this topic, our results cannot be said to represent the actual frequency 
or distribution of these “states of data sharing and governance.” However, as the 
following sections will show, these ‘states’ were acknowledged in the interviews 
with sufficient regularity that they can be considered common enough to warrant 
serious consideration.

While the interviews covered many different aspects of data sharing and gover-
nance, we have chosen to focus on four areas: what respondents acknowledged 
knowing of the current state of data sharing; how the current state of data shar-
ing governance was articulated; whether any privacy or impact assessment was 
undertaken that went beyond PII; and whether participants thought that any 
change to data sharing and data governance was necessary. Careful content cod-
ing of the interviews revealed a number of types for each of the four focus areas. 
The following sections are organized by areas and types, rather than by inter-
viewees, institutions, or case studies. This has the effect that interviewees will be 
mentioned multiple times across the section, which in turn allows us to highlight 
patterns as well as inconsistencies and tensions.

The state of data sharing between Law Enforcement Agencies and 
other municipal agencies

The first and primary line of questioning across all interviews was about the 
amount of data sharing that occurred between municipal or regional government 
and the respective law enforcement agencies. This was met with a wide range of 
responses, with interviewees differing on how much they concretely knew was 
being shared and how much they suspected was being shared, but about which 
they didn’t have concrete knowledge. This is a crucial differentiation, as can be 
seen throughout the following sections, because it underscores the dominant 
outcome of this research that there is frequently little oversight over how much 
data is being shared, how it is shared, and with whom.

#1 Type: There is not a lot.

One common initial response was that they didn’t think there was a lot of data 
sharing happening. What exactly constitutes ‘a lot’ was hard to pin down and 
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undoubtedly differed across respondents’ subjective assessments. However the 
exact responses are illuminating. As a director of information and technology (IT) 
services at an Ontarian police service said “So, I will say there’s a lot of intersec-
tions. But I think, also, surprisingly, there’s very little data interchange between 
the entities” and “so, as far as data interchange, there’s not a lot that I know of.” 
Another director of IT in a major Albertan police service said “police have done an 
absolutely terrible job in terms of sharing data across the organization or across 
the country.” 

Municipal employees leading the smart city division of a city in the Greater 
Toronto Area (GTA) echoed this statement, saying that they shared traffic data 
around accidents and other incidents, but were not aware of anything else. This 
assessment, that maybe there was some sharing of traffic data, but not much 
beyond that, was reiterated by another chief digital officer of a major Ontarian 
city. They went on to say, “but otherwise, from a city data perspective, or things 
like that, there’s nothing that I’ve come across in my time here. Or no, there’s no 
data sharing agreements in place, either” and “from a data sharing perspective, 
really, I’m not aware of any instances where data has been shared.”

Prima facie, it would seem that a significant percentage of the institutions we inter-
viewed did not think that there was much, if any, data sharing happening between 
law enforcement and local government. However, the respondents above as well 
as others frequently qualified this initial response with statements that while they 
did not know exactly what or how much was being shared, they thought that there 
probably was data sharing happening, but that it was not sufficiently registered or 
governed for them to know about it, or that it occurred on an unofficial level and 
did not feature as a data sharing ‘agreement.’

#2 Type: We do not know.

One of the directors of law enforcement IT cited aboves continued by saying: “We 
have…a lack of formal governance policy or formal data-sharing policy. I guaran-
tee you that there are other places that have shared data, either with or without 
an MOU [memorandum of understanding] that I may not be aware of. So there… 
there may be ones in addition to that, but I just don’t know where they are.” This 
kind of qualification after stating that there was not, to their knowledge, much 
data sharing happening, was a common trend throughout the interviewees’ state-
ments. 

A member of an Ontarian police service board said that data sharing was an 
operational issue, and thus not within the purview of the board, and “as far as 
operations are concerned, I am not aware of any direct data sharing.” A senior 
employee of a real-time operations center (RTOC) in the GTA, spoke at length 
about the real-time operations center’s data sharing with other law enforcement 
agencies as well as its ongoing efforts to expand direct access to municipal as 
well as private CCTV networks (e.g. in malls, schools, campuses, etc.) – but went 
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on say that “indirectly, some of our our people within here have relationships with 
others at post cities where they may exchange information, but I don’t know that 
any of that is done on a formal level” and “in terms of anything else, I don’t I don’t 
really know how that’s done.” 

These kinds of responses cast a different light upon the statements that only 
limited data sharing is occurring. This is not to imply that they are incorrect, but 
rather that the very terminology involved is misleading. What, exactly, do all par-
ties understand by ‘data sharing’? What does it mean when heads of information 
technology (IT) departments or operational managers of data heavy units like a 
RTOC say they “do not know” of any data sharing? These are not intended to be 
rhetorical or facetious questions, but rather to highlight the startling ambiguity 
we encountered when asking what we had thought were simple questions about 
how much data is shared, how, and by whom.

#3 Type: Yes, there is data sharing.

As frequently as we were told that there is not any data sharing and that there 
might be but the amount is unknown, we were also unambiguously told that there 
was – although this was sometimes by the same people who told us that there 
was not or that they did not know. 

The two most common areas of data sharing mentioned were traffic incidents 
(near ubiquitous across respondents) and social service and health data. For 
example,an IT director at an Alberta police service, despite stating above that 
sharing was inadequate and the data quality bad, said “we do…we share a lot of 
data with the city. So…particularly…a really good example is our traffic data,” and 
also, “We’re trying to get our health care system kind of plugged into that whole 
concept of policing.” Two major GTA police service IT directors also spoke of the 
importance, and difficulty, of sharing health data for social services, whether with 
regards to opioid crisis calls for service, or for mental health calls. The Albertan 
IT director went on to add that “we also work closely with, you know, with bylaws, 
some of the social disorder sort of data, as well. Right. So we’ve got, we’ve got 
friends, you know, there’s maybe a certain supermarket down in [City X] that’s 
attracting a lot of social disorder. And there’s a homeless camp setting up here. 
So we work closely with some of our homeless support agencies and things like 
that. So we were sharing that data back and forth.” 

One of the Ontarian IT directors said that they had “only shared data with one 
entity, and it was through a formal MOU.” This entity was a public safety orga-
nization running a risk terrain modelling (RTM) project. RTM is a significant, big 
data–driven, predictive policing technology that seeks to leverage data collection 
and sharing from numerous sources across a city to predict what elements in a 
city’s infrastructure (hedges, lights, proximity to bars and liquor stores, etc.) are 
criminogenic (Robertson et al., 2020). However, an MOU is not a formal data-shar-
ing agreement and the data governance of Peel Police’s MOU remains unclear.
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The RTOC with which we spoke continues to actively seek data-sharing agree-
ments with CCTV networks belonging to cities as well as malls, gas station chains, 
corner store chains, schools, and campuses. SImilarly, the ambiguity and its 
potential causes came to the fore with another GTA police service after we spoke 
with their board. After saying that data sharing was an operational matter and 
they weren’t aware of it, the service’s two senior IT directors said independently 
of each other that there was extensive data sharing occurring as a matter of pol-
icy between numerous organizations, including the city’s traffic department and 
various social services agencies. These inherent contradictions highlight a lack 
of standardized language and understanding and thus comprehensive oversight 
over what data is shared. Based on the numerous interviews undertaken for this 
research, it appears that the ambiguity is not a result of disingenuity but rather, a 
result of a lack of common language and policy around data governance. 

A different Albertan city also reported wide-ranging data-sharing projects, going 
back many years. Beyond the usual cases of traffic data sharing, they also men-
tioned another risk terrain modelling project, as well as another that also involves 
sharing data between law enforcement and various agencies of the city. The city’s 
IT director spoke not only of the many data-sharing projects, but also of their data 
and technological details as well as the data governance frameworks that were 
in place to govern them. In this case, the existing data governance frameworks 
appeared to be considerably more developed than others – but actual compari-
son is made impossible by a lack of comprehensive data.

Finally, one trend that emerged across a number of different interviews was the 
subtle yet noticeable tendency to raise open data portals when asked about data 
sharing, for example from one GTA police service IT director: “because of external 
pressure, we developed  an open data policy and put data that we thought we could 
put on, on our website, basically.” As our interview sample is not representative it is 
not possible to know whether this trend is reflective of a concerted phenomenon; 
but even as a set of isolated incidences, or as a reaction to an interpretation of 
‘data sharing’ that focuses more on a general, public, transparency-driven notion 
of the concept, it is noteworthy. Six other cities and law enforcement agencies all 
referenced their open data portals as examples of what they considered to be 
data sharing between law enforcement and local government. 

Interestingly, in some cases, open data portals were described as replacements 
for specific data-sharing agreements. A couple of participants said that this 
replacement had come to the detriment of their projects, as the quality of the 
data – particularly the rate at which it was updated – declined, causing projects to 
be shuttered or drastically redesigned. Across the mentions of open data portals 
as a kind of or substitute for data sharing was the implication that this was a 
simpler, low-cost way of going some way to fulfilling requests for data without 
the difficulty of working through purpose-driven data-sharing agreements. It is to 
these agreements that we now turn.
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The state of governance of data sharing

The second set of questions asked about the data governance frameworks and 
policies in place to govern how data was shared. Here we received a similarly 
divergent range of responses, which again is probably just as reflective of the lack 
of standardized language and understanding around thinking about data gover-
nance as it is about the state of actual data governance.

#1 Type: We lack a formal and comprehensive policy.

To revisit the issue of open data portals as a form of data sharing between law 
enforcement and municipalities again, a number of those who brought this up 
referred to the act of designating data as acceptable to be ‘open’ as sufficient in 
terms of governance. That is, any data that can be designated as open – some-
times explicitly on the basis of freedom of information legislation, sometimes 
implicitly – is shareable with any entity, obviating the need for any further gover-
nance considerations. In some cases it was implied that this solution was chosen 
in lieu of a more complex, differential data-sharing governance framework. For 
example, an IT director of a police service in southern Ontario spoke of open data 
as their data sharing: “How we share information between our organization…
between us and the region – we haven’t had those discussions. And maybe we 
should, right…but how do we share data…we have never sat down and talked 
about it.” This point was echoed by an IT director in the GTA, saying “I’m relatively 
certain that there are some people who…some smart people in our organization 
who connect to the open data portals and get data from.… I don’t know that it’s 
done in any kind of coordinated way. It’s, you know, people taking the initiative to 
go. But I would say that we don’t have a – to the best of my knowledge, we don’t 
have a policy around that.” 

In line with the comments above about open data governance, participants also 
said that in general there were no frameworks that comprehensively cover all 
data sharing. The IT director quoted directly above said, “We have lacked, still do 
lack formal governance policy or formal data sharing policy. I guarantee you that 
there are other places that have shared data, either with or without an MOU that 
I may not be aware of.” And serendipitously speaking directly to that, the senior 
RTOC employee of the same law enforcement agency said “Indirectly, some of 
our people within here have relationships with others at cities where they may 
exchange information, but I don’t know that any of that is done on a formal level, 
right?”

However, confusingly, that police service also contradicted that statement – and 
most other respondents also indicated that they do at least have data sharing 
agreements, if not overarching governance frameworks that guide sharing policy 
as a whole. These we have sorted into the following two types.
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#2 Type: There are policies of sorts.

A number of respondents said they had standardized procedures in place to gov-
ern data-sharing requests and agreements. The RTOC, for example, stated “Now, 
all of that access is governed not only through the MOU, but through the [infor-
mation and] privacy commissioner (IPC) as well.” From our conversations it was 
clear that the police service had clear, IPC-approved MOUs with the public and pri-
vate owners of the CCTV networks they could access via the RTOC. They were also 
clear that the data sharing they conducted with the risk terrain modelling project 
was also governed by an MOU. It seems from this clarity that sizable, significant, 
ongoing projects were covered by MOUs, but there is also a lot more informal data 
sharing. It was unclear from the responses we got whether this informal sharing 
was in contravention of a policy or is an area that is uncovered by policy. 

This was made even less clear by the IT director of that police service saying, 
“We don’t just turn over data to anyone who asks. If somebody is asking they 
should there should be a formal agreement between us and the requesting 
agency.” However, an MOU is not a formal agreement in the sense that it is not a 
legally binding agreement. A data-sharing agreement, such as the kind required 
by several cities to share their CCTV networks with law enforcement, is a legally 
binding agreement. According to one of these cities, MOUs are insufficient in this 
age of valuable and risky data, and shifting to legally enforceable data sharing 
agreements is a key component of their nascent Data Sharing Initiative and is con-
sidered by them to be a best practice that other public institutions should adopt.

Indeed, MOUs were cited by many other interviewees as the frameworks by which 
data sharing agreements were governed. Another GTA police service IT director 
said that data sharing between the service and social services, traffic, and com-
munity housing was governed by MOU. Interestingly, when asked how these kinds 
of data-sharing agreements were governed, under what kind of policy, another IT 
director of the same service said “So those would be going through the board and 
will be made public at some point.” This directly contradicts what a member of that 
board had said, that the governance of data sharing was an operational matter 
and thus not under the purview of the board. This may reflect the long-standing 
disagreement over the proper remit of a police service board vis-a-vis the police 
service (Roach, 2022, p. 13), or may reflect further conceptual ambiguity around 
MOUs vs. legally binding data-sharing agreements. Either way, it is indicative of 
the lack of comprehensive understanding and coverage of ‘big data’-adequate 
governance. Finally, one of the Albertan cities also said they used MOUs with their 
police service for all data sharing projects, including the risk terrain modelling 
project — until they were cut off and the MOU was replaced by the police service’s 
open data portal. 

It was not clear from the responses we got what exact data governance measures 
were included in the MOUs, but one mechanism that was brought up frequently 
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was PIAs. PIAs will be discussed further in the following section on intersectional 
impact analysis, but in terms of data governance our conversation with a Nova 
Scotian city is instructive. Their IT director said that while an MOU with the police 
service was not necessary as they are not a distinct entity like many others are, all 
data collection projects had to undertake PIAs as mandated by Freedom of Infor-
mation legislation. However, it was under the authority of each business unit’s 
executive director to decide whether or not to do such projects, and the police 
service was known to take a considerably less stringent view on their necessity, 
which might lead to the collection of data that other business units would not 
have authorized. Here, too, we see an example in which individual data projects 
are de jure covered, but de facto as a whole the system is less than comprehen-
sive due to an insufficient overarching data governance framework.

The state of intersectional risk assessment in the governance

As the conversation with Halifax shows, our questions about governance frame-
works quickly lead to conversations about privacy and other impact assess-
ments they conduct as a part of data governance. Here, too, we received a range 
of different responses detailing the degree to which interviewees did or didn’t 
assess privacy or other impacts when engaging in data sharing. While also not 
necessarily representative of the situation across Canada in proportion, the types 
of responses we received do indicate different levels of understanding of the 
importance of assessing privacy risk to individuals. As we discussed in the litera-
ture review section, privacy understood as the PII of an individual is the dominant 
paradigm for assessing this kind of risk, but not the only one – and there is a grow-
ing realization that ‘big data’ and ‘AI’ technologies necessitate a more expansive 
conceptualization of privacy risk. This section provides an outline of some of the 
different ways in which privacy risks are being thought about with regards to data 
sharing between law enforcement and local government.

#1 Type: Personally identifiable information.

As is to be expected, there was fairly widespread reference to freedom of infor-
mation law, and claiming on that basis that as long as data wasn’t personally 
identifiable information there was no issue in sharing it. To that end, a number of 
data-sharing projects like the Risk Terrain Modeling projects claim to only share 
de-identified and minimize information. In the case of one city this was data points 
on incident, location, and date. In the case of CCTV data sharing, their MOUs with 
the camera owners have requirements about footage retention time for live 
access. Past that time, a production order is required to access the data. Some 
referenced PIAs as tools to ensure that PII had been correctly determined, as 
what constitutes PII is not necessarily immediately clear, and PIAs are supposed 
to generate the kind of contextual analysis to make that determination. Several 
said they conduct PIAs for all data sharing projects.
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However, as the research on the real-world effectiveness of PIAs shows (R. Bayley 
et al., 2007; R. M. Bayley & Bennett, 2012), their proper application is patchy, as 
is borne out by several interviewees. Some also said that while they only pro-
vide de-identified incident data along three data points (location, date, incident 
type) they made that assessment to use these particular data points without 
conducting a PIA. The following quote from a GTA police service IT director once 
again underscores the kind of patchwork ambiguity around data governance we 
encountered:

“In the case of [RTM project], we made sure all the information was anonymized. 
So we didn’t provide any personal descriptors. I think we provided a lat / long. 
I’m sure we provided an age and a sex, and then the type of incident. So in that 
case, I don’t think we did a PIA.... But whenever we are standing up a new system, 
we do a privacy impact assessment. And in order to recognize the – what we 
need to do to keep the data safe still, in some aspects? Yes, we do. Absolutely. 
Not usually not in the context of data sharing, because again, we’re – as a police 
agency, we tend not to share a great deal. Yeah.”

This quote shows how crucial comprehensive data governance, and a broad 
understanding of the language around it, is to properly governing the rapidly 
emerging data ecosystem. It’s no secret that PIAs are only as effective as their 
implementation and continued oversight (R. M. Bayley & Bennett, 2012; Bennett & 
Bayley, 2016; Bennett & Raab, 2018) and need to be embedded in an ecosystemic 
governance framework and practice to fulfill their intended role.

#2 Type: Beyond anonymization

Most interviewees either avoided responding to the question about intersectional 
or group/collective risks, or did so within the frame of PII. This is again likely pri-
marily a result of a lack of awareness of this kind of privacy risk thinking, not an 
attempt at evasion or obfuscation. 

Speaking of their open data portal as a data sharing project, a GTA police service 
IT director said that in the assessment of what data could be safely considered 
‘open’ was an analysis of whether the data could differentially stigmatize certain 
groups. They said this assessment was undertaken together with public stake-
holder groups to provide sufficient perspective on the issue. They were unable to 
provide details about how this stakeholder engagement is organized and to what 
degree it is standardized policy, but it would represent an example of privacy 
impact assessment that goes beyond the consideration of PII to include issues of 
intersectional group privacy.

Another strong example of assessing intersectional privacy risk is demonstrated 
by one of the Albertan cities we interviewed. For all their projects, but most notably 
with regards to their RTM, they claim to undertake a gender-based analysis plus 
(GBA+) analysis: “We also do what we call a gender based analysis assessment 
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as well. Just sort of looking at okay, so in looking at anticipating the impacts of 
this project, are we, you know, potentially doing any harm to vulnerable popula-
tions?” What, exactly, the assessments for the GBA+ tool are wasn’t clear from 
the responses we got, but we were told that it wasn’t just a box-checking exercise 
exercise. Staff had received GBA+ training, and for each project they were required 
to articulate how they had undertaken the assessment and what conclusions they 
had drawn. The city’s in-house data ethics specialist explained that GBA+ had been 
brought into the city from the federal government’s GBA+ policy (W. and G. E. Can-
ada, 2021), and they were in the process of maturing their usage of it. While staff 
were required to take extensive training there wasn’t yet sufficient experience 
in using it, and it is still very much an internal consideration process and lacked 
more fulsome public stakeholder engagement.

GBA+ was also deployed within a broader approach towards risk and impact 
assessment. Their data science manager said, “So, there’s three things that we 
look at in projects. It’s just part of our intake process. One is privacy. So we have 
the office of the city clerk here in the city. So you know, if a project requires one, 
we go through a privacy impact assessment. So privacy is one. So that tells us 
what we can and cannot do. Data ethics is a second, which – that tells us what we 
should and should not do. And then the last one is gender based analysis, GBA 
plus.” 

While the exact steps and procedures involved in this assessment did not come 
through in the interview, their manager did provide insight into the results with 
regards to intersectional privacy and risk assessment on their RTM project:

“This is an approach that is meant to democratize insight that would normally 
be only held by enforcement bodies to social service agencies. So that’s one 
way that serves GBA plus. And even to get a bit more granular in the way that 
it serves GBA pluses from the principles of data minimization. So there’s no per-
sonal personally identifiable information included in the application. The entire 
model is based on three data fields. So the time of a locate, and sorry, the time 
of an incident, the location of the incident and the incident type. So there’s no 
offender data in there.”

In this response we can see an approach to data, data sharing, and data usage that 
considers intersectionality far beyond the narrow understanding of individual pri-
vacy risk. This approach includes a consideration of risk to groups as well as how 
they may also be better served as well as just protected: “We’re doing community 
safety prediction; but then thinking, you know, on a community safety continuum, 
who is the most appropriate person to respond, like, all the way from, you know, 
social services to law enforcement.” Such an approach is far more commensurate 
with the growing awareness that it is not enough to mitigate privacy risks, but 
it is also incumbent upon service providers to ensure that other risks, like the 
inequitable distribution of benefits, is also considered.
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However, the city’s approach was in the minority, and a number of participants 
were clear that they needed better policies and frameworks to adequately tackle 
the growing data ecosystem. We turn now to those calls.

What needs to change?

In keeping with our overarching assessment of the heterogeneity and ambiguity 
in the governance of data sharing between local government and law enforce-
ment, the responses to the questions about what needs to be changed to improve 
the current situation and/or prepare for the future also diverged wildly.

One IT director of a police service in Ontario said, as we noted earlier, “We have 
lacked, still do lack, a formal governance policy or formal data sharing policy. I 
guarantee you that there are other places that have shared data, either with or 
without an MOU that I may not be aware of.” They continued to say, “I think that 
there has to be some kind of parameters and formality” and “so I think someone 
needs to kind of put a framework in front of them [the police] of, this is how you 
do x so that we can follow it, because otherwise, we will find the path of least 
resistance.” According to them, while there may be in some instances some pol-
icies that cover data sharing, they are frequently inadequate and do not provide 
comprehensive coverage, especially when seen in the light of the digitalization 
still to come. However, they think that although some police services are begin-
ning to develop their own policies (e.g. the Toronto Police Service’s new AI policy), 
what is needed is standardized policy implemented on the provincial level to bet-
ter ensure safe sharing between organizations and between provinces.

An IT director at an Albertan police service noted that another aspect of this issue 
is that of data quality: “Police have done an absolutely terrible job, in terms of 
sharing data across the organization or across the country”; “The data quality 
in policing is just terribly poor, which has caused agencies to say, oh, honestly, 
I don’t want to share it.” Many stressed the growing importance of data sharing 
with other service delivery organizations, like social service, health care, hous-
ing, emergency response, etc., but then bemoaned the difficulties in getting data 
shared in the timely and effective manner. They continued with, “Yes. And which 
we could use some help with, for sure. It’s like, there’s nothing legislated across 
Canada, or even provincially, for that matter, to say, hey, you need to standardize 
these fields. Like, something is something as good as that would, would really 
help drive it forward. So every agency kind of does their own thing, you know.” 

A similar concern was expressed by an police service IT director in southern 
Ontario on the subject of Next Generation 911. The NG911 system represents a 
paradigmatic example of the intersection of digital transformation of law enforce-
ment and local government: it involved a full systems change from the analogue 
911/e911 systems to a fully digital emergency call and response management sys-
tem that would be capable of collecting and sharing far more data than just a call. 
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The NG911 system would enable and maybe even require inter-provincial shar-
ing of potentially very high-risk data like health data, emergency incident data, 
offender data, and live footage data – but without data governance standardiza-
tion this would be very difficult to do adequately. In addition to this instance, NG911 
was brought up (without prompting on our side) as a looming and problematic 
area around data sharing by nearly half of our interviewees. Local governments 
and law enforcement have been mandated to switch over to NG911 by 2025, and 
according to our respondents very few are on track to do so with adequate levels 
of governance. 

Looking forward to even the near future, a GTA IT director said that far better 
ecosystemic data governance was necessary to handle even the upcoming plans 
for the Community Safety and Well-Being Plans  the province of Ontario and oth-
ers were developing. The plans are intended to coordinate emergency and social 
services across the area, but currently lacks sufficient data governance systems 
to ensure its proper functioning. Looking further, as the Toronto Police Service’s 
work on their AI policy has shown, agencies across the country still have a lot of 
governance development work ahead of them to properly cover more disruptive 
technologies coming down the pipeline.

Specific ideas for data governance improvement are disparate and contested. A 
member of a GTA police services board, for example, said that the board’s recent 
AI policy alone was not enough to cover the upcoming changes. On the topic of 
the governance of data sharing specifically, he brought up the idea of a registry of 
data sharing, akin to the idea of an AI registry that is rapidly becoming standard 
practice – but declined to say whether he thought it was necessary or not. That 
service’s IT director, however, emphatically thought a data sharing registry was a 
good data governance policy innovation. However, many other participants saw 
the need for improvements in general but were unclear about what exactly those 
should be and who should implement them. 

It is into this ambiguous need and vacuum of solutions that we introduce the 
results of our two expert workshops on digital technologies, data governance, and 
policing in the next section.

Expert Workshops
As we have shown, the results of our interview-based research were confused, 
ambivalent, ambiguous, highly heterogeneous, and as such difficult to interpret. 
We had noted across our interviews that interviewees could not speak to the sit-
uations in other police services or local governments. There was a distinct lack of 
comparative or country-wide knowledge – itself indicative of a problem, particu-
larly when considering the inherently multi-stakeholder nature of data sharing 
– and as a result we decided to host two workshops with experts in this field to 
try and add another layer of information collection and analysis to our research. 
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The workshops had slightly different foci and somewhat different participants 
to elicit a more fulsome collection of opinions and data. The first focused on the 
police use of data and digital technology broadly, with exploratory questions 
about the digital and democratic governance thereof. The second was more nar-
rowly focused on the intersectional risk issues of data usage and sharing in law 
enforcement. Participating in one or both of the workshops were Brenda McPhail, 
Renee Sieber, Merlin Chatwin, Teresa Scassa, Vivek Krishnamurthy, Thomas 
Linder, Christopher Parsons, Cristiano Therrien, Jonathan Obar, Bianca Wylie, Dan-
iel Konikof, Alex Luscombe, Ushnish Sengupta, Alok Mukherjee, Meghan McDer-
mott, and Jamie Duncan. In this section we summarize the workshops’ findings, 
before putting them into conversation with the interviews in the final conclusion. 
The workshops produced five key assessments of the current issues around law 
enforcement’s use and sharing of data and data-driven technologies, and from 
them four recommendations for improving the situation.

Law enforcement is unlike other government agencies

A central question underlying this research project was whether law enforce-
ment needs to be treated differently than other governmental organizations and 
whether data sharing with law enforcement or law enforcement’s acquisition and 
usage of data and data-driven technologies is inherently riskier than with other 
institutions. Participants in both workshops agreed this was the case, arguing that 
the combination of police discretion and the legal mandate for the use of violence 
on its own would justify the assertion. However, the police also have a well-es-
tablished history and present of systemic discrimination against minority and 
marginalized groups like women, trans people, queer people, people experiencing 
homelessness, people of colour, Indigenous people, people experiencing mental 
health issues, and environmental or left-wing activists. Understood, further, in 
combination with the current deployment of law enforcement to manage a whole 
range of social issues far beyond crime, the mixture of state-sanctioned violence 
with systemic discrimination dramatically exacerbates the intersectionality aspect 
of privacy risk posed by the access to and use of data about such groups. 

Brenda McPhail is worth quoting at length here: “More broadly, are there unique 
risks of sharing data with law enforcement? Of course, because law enforcement 
is a body that is granted significant discretion in our society to take actions that 
have enormous consequences for individuals in their lives. So, it would almost be 
better to say, what are the unique risks rather than are there [such risks]? The 
unique risks come with the power asymmetry between law enforcement and indi-
viduals, and the impacts that law enforcement activities have on individuals lives, 
exacerbated, in the intersectional way of speaking, by what we know about the 
ways that systemic discrimination is embedded in policing processes and policies 
and behaviors.… Intersectionality absolutely provides, I wouldn’t say just a useful 
lens, I would say a necessary lens.”
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This sentiment was echoed by the participants in the two workshops and became 
a key perspective for interpreting the ambiguity in data-sharing practices and 
governance presented by the interview participants. When looking at an absence 
of governance for sharing data with an institution whose actions have dispropor-
tionately negative consequences for particular community groups, the urgency to 
address the insufficient guardrails increases. 

Governing personally identifiable information is insufficient

As already detailed in a previous section, the arguments around what does and 
does not constitute PII have been argued for years. The workshop experts agreed 
that this was a serious issue as PII fundamentally delineates in Canadian law the 
difference between data that should be considered for risk and data that is with-
out risk. Yet, the fraught nature of this conceptual dichotomization is only going to 
be exacerbated by emerging technologies. Big data and algorithmic analytics have 
for a while now enabled the use of anonymous data to identify and dramatically 
influence groups of people – yet this data is not protected under PII, even though 
such techniques clearly impact privacy as understood as a right to autonomy. 

In addition, on both an individual and a group privacy level, the more recent advent 
of generative AI as a technique for processing big data, and the synthetic data it 
outputs, raises even more complex questions around the training data used in 
such systems and the status of the synthetic outputs produced. Does synthetic 
data constitute an opinion? Is it PII? What mechanisms under privacy legislation 
does a resident have to access that data, to access the techniques by which it was 
produced? These unanswered questions led to the next issues around access, 
consent, and oversight (Scassa, 2022).

Consent is not required, and access is broken

Canadian privacy legislation, whether for the public or private sector, primarily 
uses either principles of Consent or Access (or both) as mechanisms with which 
the collection and usage of data can be made transparent and accountable. Law 
enforcement does not require consent for data collected for the purpose of fulfill-
ing its mandated roles, so access is the sole mechanism of oversight and redress. 
However, workshop experts pointed out at length that access is frequently diffi-
cult, even impossible, for a number of reasons. As Vivek Krishnamurthy put it:

“The idea that a person might contact Facebook or Rogers to get their informa-
tion, imagine having to do the same thing with the police. Talk about intimidat-
ing. So in a scenario like this, I think one of the concerns for members of margin-
alized and vulnerable communities in particular, is that when you don’t have a 
system in place that’s very transparent, the likelihood that the things that are 
afforded in the law, the opportunity to engage in choice protections, control over 
your data, auditing your data, are increasingly less likely to happen, especially 
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in contexts where individuals are likely to be intimidated or feel threatened. So 
it doesn’t align with information protections that are fundamental to things like 
privacy law, notice, consent, and choice – these being some of the most funda-
mental components of protection that exist.”

Access, too, hinges upon PII. Thus when PII fails to cover data that potentially is 
biased or causing discrimination, there is no mechanism for residents to assess 
it. Further, as Vivek Krishnamurthy pointed out, these people are frequently ones 
who have already experienced intersectional discrimination in a wide variety of 
ways – and so attempting to gain access to law enforcement data, an organization 
well known to them as the state-sanctioned violence wielding agency with a long 
history of discrimination, is even further deterred. Without consent or access, par-
ticularly for those most in need of it, what remains of democratic oversight and 
accountability?

Democratic oversight is inadequate

Out of a broader conversation around data and technology procurement and 
usage in law enforcement there came a number of crucial points about inade-
quate oversight. 

Police boards, as the de jure civilian oversight body, were widely assessed as not 
having enough insight into the technologies the police services were procuring 
and the data they were using. Experts stated that the boards frequently were 
either not made aware of new data and technologies, did not have enough time 
and expertise to properly assess them, or were kept in the dark about techniques 
and uses by claiming they were ‘operational’ and thus outside of the board’s remit. 
However, the structure and practice of boards needed to go further to ensure 
more intersectionally representative engagement with and effective feedback on 
issues of data and technology.

Indeed, the experts underscored the lack of meaningful public engagement on 
issues of data and technology. While recent efforts by the Toronto Police Service 
around AI and race-based data were lauded as good starts, broadly speaking the 
practice is rare, and when it is carried out it occurs in the form of ‘consultations’ 
with little clear impact or intentional consideration of intersectionally marginalized 
groups. Particularly around issues of algorithmic impact assessment, the need to 
include diverse voices from a range of impacted groups is unambiguous. Further 
to that point, many experts argued that, particularly in the case of technologies 
that learn and adapt over time, regular audits from a publicly accountable and 
transparent third party are essential and by now well-established best practice.

Finally, existing policy and its adherence were generally as well as specifically 
criticized as falling short and exacerbating potential intersectional privacy risks. 
Key points raised on this topic were of PIAs as being only partially deployed and 
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with little subsequent oversight, of the lack of order-making powers for privacy 
commissioners, the carve outs for law enforcement in privacy legislation, the 
broad scope of data that can be collected without consent under the operational 
mandate of law enforcement, and the lack of clarity about data re-use for a differ-
ent purpose. This ambiguous and ambivalent policy landscape was a clear theme 
throughout, and led to the last theme of the subsequent section.

Policy fragmented and outdated, policy development is siloed and 
ungoverned

The inadequacy of policy’s functioning was a point of sustained critique through-
out the workshops. Several experts stated that existing policy as it pertains to 
data collection, sharing, and overall governance in law enforcement is currently 
fragmented and partially contradictory, leading to tensions and ambivalences with 
regards to correct operating procedure. “Competencies,” as Christopher Parsons 
put it, “can be very divergent” between larger and smaller municipalities and law 
enforcement agencies. “And over time, [this divergence] expands through a form 
of policy enabled function creep” in which real procedures shift slowly away from 
original policy, frequently as a result of technological change, and further under-
mines attempts to assert homogenous and reliable policy adherence across the 
organization.

Such difficulties in implementing policy are simultaneously difficulties in develop-
ing policy. As Parsons went on to say, “you have this sort of divergent policy pro-
cess where you have stuff in the ground that bubbles up that may be less refined, 
to be generous, and stuff from the bigger places that sort of percolates down,” 
and “you do see a lot of like informal knowledge sharing that takes place in the 
situations. And that’s where I think you see a lot of the policy development that’s 
going on, often at middle-level staff discussions.” Several experts went on to point 
out that while a few larger agencies, like the Toronto Police Service, do have some 
capacity to innovate in this sphere, many do not. As a result, policy development 
and diffusion amongst smaller law enforcement agencies can be an ad hoc pro-
cess of unstructured connections and influence in which smaller agencies talk 
amongst each other and adopt witnessed practices without sure guidance as to 
their adequacy. This situation is made all the more likely on the kinds of issues 
of technological change currently underway with the digital transformation of 
services and operating processes as well as the influx of new technologies that 
ambiguously exceed the existing governance protocols. 

In addition, several experts contended that this situation is further exacerbated by 
the lack of official support for, and regulatory options for, policy experimentation 
in this area. These are genuinely difficult things to regulate, and law enforcement 
agencies do not have the opportunity to develop, test, iterate, and innovate on 
policy. This is a product of established policy development procedures and norms 
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that cannot contend with current modes of technological change – but also of the 
unnecessary secrecy within which so much technological adoption and usage in 
law enforcement is shrouded. 

Conclusions
At first blush our interviews appeared to have uncovered more confusion than 
clarity, more ambiguity, contradiction, and heterogeneity than a clear landscape of 
even policy differentiation, let alone policy coherence. However, as we considered 
these findings we realized that this muddle is an important insight that requires 
timely and intentional action. The fact that some interviewees in positions of sig-
nificant seniority and responsibility for information and communications technol-
ogy and data policy knew exactly how the data sharing was being governed, while 
many did not or provided contradictory or unclear responses, is an important 
research outcome. This led us to the first two conclusions:

1. The actual amount of ongoing data sharing is not well known in terms of 
metrics nor well understood conceptually, but
a. many saw it as very important to the functioning of government ser-

vices, and
b. most agreed that it is set to rise precipitously in the near future.

2. Yet, on an institution-wide level data-sharing governance is something that 
is frequently not considered important enough to warrant standardization 
or strong oversight.

A quote from a law enforcement IT officer makes this tension between the per-
ceived need for more digital data technology to improve service delivery and 
the growing public awareness of the risks and distrust in how they are governed 
(emphasis ours):

“So, generally, and strategically, where I’m trying to drive us is to say, we should 
use technology wherever possible to catch what technology can catch. So, think 
of red light cameras. People making right turns on the fly through reds, which 
happens a lot. But it is very detectable, machine detectable kind of situation. 
And we police are getting more expensive, like actual having officers gets more 
and more expensive every year. So having officers do that work does not make 
sense. And we’re issuing fewer and fewer traffic tickets, because we’ve got other 
pressures in the city. And as a consequence, we need to look at, at doing more 
machine learning and machine vision, and automation and digital in that space. 
But because there’s a lack of trust in policing, in police agencies, then it’s best 
if that’s done not in police, and the investment is not going to police. So the 
defund the police argument is not made.”

This quote gets to the heart of the issue, and it was echoed by many of the 
experts across the two workshops we conducted. There are significant privacy 
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and intersectional risk issues with these data-driven and digital technologies, 
and the scale of their usage is growing while the awareness of these issues both 
within and without policing climbs too. The lack of clarity and coherent, open 
public discussion is driving tensions between criticism, secrecy, and the need for 
responsible policy reform – including potential innovations in data and technology 
governance in which technological capacities are better circumscribed and appor-
tioned to the most appropriate governmental agencies. However, in subsequent 
questions we probed further, looking at how what was said about its governance 
was articulated, we drew further conclusions:

3. What governance does exist is frequently ad hoc on a project-by-project 
basis. There may be a template for an MOU or a legally binding data shar-
ing agreement, but rarely an overarching policy.

4. In terms of privacy risk assessment, there is little awareness of or consid-
eration for going beyond the measures prescribed by FIPPA around PII and 
successfully conducting a PIA.

5. Amongst the minority of respondents who did recognize the salience of 
comprehensive governance and/or of risks posed by data sharing beyond 
those covered by individualistic conceptions of privacy, there was a con-
comitant appreciation for the need for improved data governance and risk 
assessment policy.

6. However, very few were able to articulate suggestions for what that policy 
might contain.

Indeed, another quote simultaneously describes the extensive imbrication of 
municipal services, public safety needs, and law enforcement as well as the com-
plications of governing sensitive data flows amongst them: “But we don’t do proj-
ects for [law enforcement], like they have their own, they’ve got their own crew. 
We do, however, have enforcement related teams here in the city. So we have, like, 
corporate security, and you know, a peace officer, team, etc, etc. So, you know our 
projects, we’re always looking at points of overlap, and you know, where teams 
can be, we have this interesting vantage point where everybody comes to us for 
stuff, but they sometimes don’t talk to each other.” 

Important collaboration between government services is still deeply siloed and 
fragmented, and our findings show that there exists a wide, and quite ambiguous 
range of approaches to governing data sharing – one that practitioners them-
selves clearly state needs comprehensive reform to meet the needs of growing 
digital interconnection. Here, too, the expert workshops concurred: the current 
state of both existing policy and the processes by which policy innovation occurs 
needs improvement to reach the needs for responsible governance in these times 
of rapid technological change. Interrelated issues around PII, risk assessment, 
data governance of sharing processes need more considerate attention, partic-
ularly given the inherently more intersectionally dangerous practice of policing.
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Across the interviews and the workshops a few examples of intersectional risk-
aware practices were raised. Projects in which policy development occurred with 
the public and the transparent input of relevant marginalized voices as supported 
by frameworks like GBA+. However, these instances remain few and far between 
– and while they show a potential path forward, even when they occurred there 
was room for improvement. Both in the expert workshops and in the interviews 
GBA+ was repeatedly brought up as an example of a framework for intersec-
tional (privacy) risk assessment that exists in theory, but in practice is rarely well 
implemented. As Chris Parsons said, “gender-based analysis is really, really, really 
important. And frankly, I’m very disappointed in the government and its failure to 
generally instrument [it]. One of the challenges is that gender-based analysis is 
pushed down from relatively higher levels of government, but it is not accompa-
nied by a governance framework that is then meaningful or can be instrumented 
by the parties who are doing it.”

What this report has brought to light is that there is growing concern across the 
board about the intersectional privacy risks of law enforcement data sharing and 
usage, yet this concern is very unevenly distributed, rarely present in existing 
governance tools, and almost entirely undiscussed in the policy development pro-
cesses. There are tools in existence and in development that would help conceptu-
alize and operationalize these considerations, but without better governance that 
gives regulatory power to these tools their use remains sporadic or incomplete. A 
much more comprehensive, transparent. and societally and democratically inclu-
sive conversation is necessary to ensure that this situation does not deteriorate, 
resulting in further erosion in public trust in good governance. In this current 
situation of intersecting crises in the legitimacy of law enforcement, this is an 
opportunity to develop significant new approaches to data, privacy, and the risks 
they entail, particularly to the most vulnerable. It is into this regulatory space and 
this rapidly growing need for significant innovation that we wish to insert this 
report, so that it may serve as a springboard for discussion and new development.
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NEXT STEPS
This research project was most notable for the lack of concrete data governance 
examples or conversations with regards to data sharing between law enforce-
ment and municipal authorities. Our conclusions were drawn as much from what 
was not said as from what was said. Paired with the expression of dispropor-
tionate risk that many communities face from law enforcement practices, we 
recommend that a working group be established to explore the development of 
a comprehensive, ecosystemic data governance framework in the space between 
law enforcement and municipal authorities. 

Data sharing is far too ubiquitous, incentivized, and complex in the social, eco-
nomic, and technological web of a digitized society, to be left to be (un)governed 
in silos. The solutions to this challenge have only just begun to be debated (Ada 
Lovelace Institute, 2022; “Disrupting Data Governance,” 2023; Linder, 2023). As a 
result of these conclusions, we recommend a working group with experts from 
academia, civil liberties organizations, local government, law enforcement, and 
representatives from a comprehensive range of social groups. The goal is to begin 
mapping out what a better governance of law enforcement data sharing would 
encompass, how to take the growing issue of intersectional risk into account, and 
how to start developing strategies for implementing reforms.

In the original conceptualization of this project, we hypothesized that law enforce-
ment’s access to private data would play a significant role in our analysis. To 
familiarize ourselves with the legal structure that the police operate within, we 
conducted an extensive legal analysis of law enforcement’s legal access to pri-
vately held urban data. While the empirical data of our research led the paper in 
a different direction, the analysis is appended in Appendix A and serves as a first 
step in such a follow-up project.  

We are still in the infancy of data sharing between different public entities, and 
although the technical systems are rapidly growing in complexity we possess the 
capacity to develop policy to steer this development into formations that benefit 
society and avoid risk. This report lays out an initial situation for the working group 
to react to and build upon. The working group and subsequent knowledge mobi-
lization could build on this momentum and bring us all that bit closer to a more 
open, democratic, and responsible digital governance. In addition, in the course of 
conducting the interviews and the expert workshops we encountered numerous 
individual and organizations across law enforcement, local government, and civil 
society, who expressed strong interest in continuing this work with us.

This research in combination with the extensive resonance and support it encoun-
tered represents an ongoing opportunity for the Office of the Privacy Commis-
sioner to continue funding research and policy development in this space.
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APPENDIX

Legal Analysis of Canadian Law Enforcement 
Access to Smart City Data
There is as yet little Canadian case law that speaks directly to these emerging 
technologies. This is because the law develops slowly and generally only when 
there is need to act, which is further compounded by a lack of transparency 
from law enforcement bodies. If police bodies and other law enforcement were 
more transparent with the investigative techniques they used then they could 
be discussed openly or have their constitutionality assessed on a regular basis. 
However, there is very little knowledge on police techniques and they often come 
to light only in the rare cases where an accused challenges their constitutionality 
or as a result of a journalistic investigation, e.g. on IMSI catchers (Braga, 2017). 
The lack of public information severely hinders the development of constitutional 
privacy jurisprudence. However, there are some cases we can take both as direct 
examples of law enforcement access to smart city data as well as analogies for 
how access might occur. As smart city policing develops, police will likely rely on 
the ambiguity afforded by this legal framework to determine whether they are 
in fact required to get production orders for smart city related data collection/
requests or whether they can just request this data through voluntary mecha-
nisms and direct communications with the organizations that hold the data. This 
exploitation of ambiguities and legal loopholes directly contributes to the erosion 
of trust in the use of these technologies for the common good and in the demo-
cratic accountability of the institutions using them.

Tracking Location Data: Possibilities for Law Enforcement

The section below explores the question of cell tower data dumps. Those would 
fall under the transmission data orders or orders to trace specified communi-
cations depending on the technique used by law enforcement. Less well docu-
mented, with an absence of clear use cases, is the use of production orders for 
historical tracking data. However, historical tracking data rely heavily on location 
information. Location data can be harvested from any sort of device that some-
one carries with them, not just cell phones that ping into towers. Different types 
of smart devices could send Bluetooth signals to other devices, connect with sat-
ellites, with cloud systems of different companies, etc., and create a detailed trail 
of location data (discussed more also in the section on geofence warrants).

Production orders for historical tracking data are based on the lower standard 
for requesting judicial authorization of privacy intrusion: reasonable grounds to 
suspect. This means that the police do not need to have reasonable grounds to 
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believe that a crime has been or will be committed, but just to suspect2 that it 
might and that the information collected will assist the investigation. This lower 
standard is attached to this production order because the privacy interest in track-
ing data is considered to be reduced compared to things like content (photos, 
messages, etc).

What about real-time (as opposed to historical) tracking data? To engage in real-
time tracking of devices, police need to obtain a tracking device warrant which 
allows them to do things like install, maintain, use, and collect information from a 
device attached to the suspect’s “things” (generally referring to vehicles).3 Under 
this framework, police cannot collect real-time tracking data from companies/
agencies unless they have some sort of informal relationship with them (which 
is likely circumscribed by the confidentiality obligations owed by the company to 
their consumers under PIPEDA or public sector privacy laws). Placing a tracking 
device on a vehicle functions on the lower standard (reasonable ground to suspect 
that a crime has been or will be committed). The Supreme Court has recognized a 
privacy interest in location information (or read more narrowly, information about 
the movements of a car) in the case R. v. Wise 1992 (Supreme Court) where police 
installed a tracking device on the suspect’s car without warrant. 

What kinds of information could police collect with a production order for histor-
ical tracking data? Historical tracking data can comprise a great deal of types of 
information in our already very digital and location-focused world. In Search and 
Seizure, the authors identify the following examples of the possibilities available 
to law enforcement:4 

1. Wi-Fi network locations. Whenever a user connects to a Wi-Fi network, 
the user’s device is assigned a unique media access control address – with 
unique MAC addresses you can then find the locations of Wi-Fi networks 
accessed by that MAC address at relevant times.

2. Peer-to-peer ridesharing and car sharing companies. Retain data relating 
to the historical whereabouts of drivers and passengers. Investigators may 
sometimes obtain this data from a person’s device using an ordinary sec-
tion 487 warrant authorizing the seizure and examination of the device. If 
the device is unavailable or the data has been deleted, investigators may 
also obtain the data from the ride sharing or car sharing company itself. 
Can compel the company to produce information relating to the person’s 
history of trips as a driver or a passenger.

3. Residential utilities. Historical data from smart thermostats or records of 
hydro consumption or home internet usage to piece together a person’s 
probable presence or absence from the home. As homes increasingly be-
come more automated these will continue to grow.

4. Credit card usage. Through financial institutions. Can tell police a lot about 
where the person has been, when, how often, etc. 

(2) Criminal Code 
(RSC 1985, c C-46), s. 
487.017: 

“Conditions for making 
order 
(2) Before making the 
order, the justice or 
judge must be satisfied 
by information on oath 
in Form 5.004 that there 
are reasonable grounds 
to suspect that (a) an 
offence has been or will 
be committed under this 
or any other Act of 
Parliament; and (b) the 
tracking data is in the 
person’s possession or 
control and will assist 
in the investigation of 
the offence.”

(3) Criminal Code (RSC 
1985, c C-46), s 492.1: 
RSC 1985, c C-46 | Crim-
inal Code | CanLII

(4) David Schermbrucker, 
Randy Schwartz, Mabel 
Lai, Nader Hasan, Search 
and Seizure (2021, Emond 
Publishing) at page 184. 

https://scc-csc.lexum.com/scc-csc/scc-csc/en/item/845/index.do
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-c-46/latest/rsc-1985-c-c-46.html?searchUrlHash=AAAAAQANY3JpbWluYWwgY29kZQAAAAAB&resultIndex=1#sec492.1_smooth
https://www.canlii.org/en/ca/laws/stat/rsc-1985-c-c-46/latest/rsc-1985-c-c-46.html?searchUrlHash=AAAAAQANY3JpbWluYWwgY29kZQAAAAAB&resultIndex=1#sec492.1_smooth
https://emond.ca/ss-cllr
https://emond.ca/ss-cllr
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Cell Tower Dumps: Developments in Canada 

What is colloquially known as a tower dump is legally “an order for production of 
all records of cellular traffic through a particular cell tower over a specified period 
of time.”5 In other words, tower dumps are a type of production order to trace 
communications also known as orders for transmission data (section 487.015 of 
the Criminal Code). Tower dumps are used by investigators to identify potential 
suspects, witnesses, or victims by finding all phones active near the scene of 
crime / interest. According to criminal defense lawyers, police seem to use these 
techniques in two cases: when police have reason to suspect that two or more 
crimes have been committed by the same person at different locations/times and 
when police are investigating a single incident and have reason to believe that an 
unidentified perpetrator or witnesses used a cellphone at the scene. 

When requesting a tower dump order police cannot get basic subscriber infor-
mation (that names people/their accounts) but can get phone numbers. If they 
want basic subscriber information, police have to get authorization for a general 
production order, which has a higher threshold (because it infringes on privacy 
more than a specialized tower dump order that might be used to identify potential 
suspects instead of to identify a specific person of interest).6

The only public litigation on “tower dumps” is R. v. Rogers Communications Part-
nership 2016. While these issues may have arisen before, this is the only time a 
court has considered the legal limits of tower dump production orders. In R. v. 
Rogers, officers investigating a string of jewelry store robberies obtained tower 
dumps covering a total of 37 cell towers. They obtained general production orders 
for the tower dumps and did not limit their request to narrowly defined trans-
mission data. They sought information disclosing all available names, addresses, 
locations, consumer billing information including bank and credit cards. The pri-
vate information of all innocent third parties was able to be viewed by the police. 
The details are described in more details in the case: 

“In the course of investigating a string of jewelry store robberies, the police 
obtained production orders requiring the applicant cellular providers to provide 
cell phone records for all phones activated, transmitting and receiving data 
through all of the Telus’ towers proximate to 21 municipal addresses and 16 
identified Rogers’ towers. The information required by the production order 
included names, addresses, billing information and, if the person to whom the 
communication was addressed was also a customer of the named provider, 
the same data regarding that customer. Telus estimated it would include the 
personal information of at least 9,000 customers and Rogers estimated that 
they would be revealing information regarding about 34,000 subscribers. The 
production orders did not specify how customer information was to be safe-
guarded and did not expressly restrict the purposes for which the police could 
use the information.”

(5) David Schermbrucker, 
Randy Schwartz, Mabel 
Lai, Nader Hasan, Search 
and Seizure (2021, Emond 
Publishing) at page 170.

(6) The standard is 
“reasonable ground to 
believe”: http://crim-
inalnotebook.ca/index.
php/General_Production_
Orders 

https://www.canlii.org/en/on/onsc/doc/2016/2016onsc70/2016onsc70.html?searchUrlHash=AAAAAAAAAAEAFzIwMTQgT05TQyAzODUzIChDYW5MSUkpAAAAAQANLzIwMTRvbnNjMzg1MwE
https://www.canlii.org/en/on/onsc/doc/2016/2016onsc70/2016onsc70.html?searchUrlHash=AAAAAAAAAAEAFzIwMTQgT05TQyAzODUzIChDYW5MSUkpAAAAAQANLzIwMTRvbnNjMzg1MwE
https://www.cbc.ca/news/canada/toronto/cellphone-privacy-court-1.3401872
https://www.cbc.ca/news/canada/toronto/cellphone-privacy-court-1.3401872
https://emond.ca/ss-cllr
https://emond.ca/ss-cllr
http://criminalnotebook.ca/index.php/General_Production_Orders
http://criminalnotebook.ca/index.php/General_Production_Orders
http://criminalnotebook.ca/index.php/General_Production_Orders
http://criminalnotebook.ca/index.php/General_Production_Orders
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The case makes it clear that these types of production orders have been used en 
masse historically: 

[9] The Telus affidavit indicates that since 2004, it has dealt with thousands of 
court orders requiring cell records. In 2013 alone, it responded to approximately 
2,500 production orders and general warrants. To the knowledge of the Telus 
deponent, the order that it now challenges is the most extensive to date in terms 
of the number of cell tower locations, and the length of time periods, for which 
customer information is required.

[10] The Rogers affidavit indicates that from 1985 to 2014, it has complied with 
many thousands of court orders requiring the production of cell records. In 2013 
alone, it produced 13,800 “files” in response to production orders and search war-
rants.

The judge found that Canadians have a reasonable expectation of privacy in their 
cellphone records and therefore, the production order could not be as broad and 
unrestricted as the police requested. The judge decided that production orders 
must be designed with the principles of minimal privacy intrusion and incremen-
talism in mind. He set forth guidelines for police to consider when crafting pro-
duction orders, including encouraging police to seek reports created by the tele-
com company summarizing the data and anonymizing it appropriately instead 
of seeking all the underlying data. It’s unclear to what extent they are following 
these guidelines and how practical they are.7 Other guidelines included 1) pro-
viding context to explain the relevance of the locations, dates, and times being 
targeted and confirm that the towers for which record are sought service those 
locations; 2) ensuring that the relevance of all of the data being sought is clearly 
articulated and if not relevant, omitted from the orders; 3) reviewing the facts of 
each case and considering whether they have done everything possible to limit 
the scope; and 4) considering the resources of the company / how manageable 
the request is. 

It is important to note that these are just guidelines and not necessarily con-
stitutional imperatives. It’s not clear how strictly they are being adhered to and 
whether there are informal channels for collecting communication transmission 
data (which tower dumps are a type of). No new case law exists on this topic. 

Geofence Warrants

There is no case law in Canada on geofence warrants. There have been minor 
developments in the United States recently. Geofence warrants seek location data 
that identifies devices used at a precise location or within a certain geographi-
cal range. These warrants rely on the detailed location data tracking and reten-
tion carried out by technology companies. The data comprises GPS signals, cell 
phone towers, Wi-Fi devices and Bluetooth connections. The Electronic Frontier 

(7) Search and Seizure 
book, page 177

https://www.eff.org/deeplinks/2019/04/googles-sensorvault-can-tell-police-where-youve-been
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Foundation describes it thus: “Using a single warrant—often called a ‘geo-fence’ 
or ‘reverse location’ warrant—police are able to access location data from dozens 
to hundreds of devices—devices that are linked to real people, many of whom 
(and perhaps in some cases all of whom) have no tie to criminal activity and have 
provided no reason for suspicion. The warrants cover geographic areas ranging 
from single buildings to multiple blocks, and time periods ranging from a few 
hours to a week.”  

The use of geofence warrants in the U.S. has been confirmed by reporting by Wired 
and New York Times. Similar reporting has not taken place in Canada. However, 
geofence warrants are similar in structure to tower dumps, in that they rely on 
a similar structure: identifying all devices present in a specific location. Geofence 
warrants might fall under a production order for tracking data, rather than a pro-
duction order for transmission data. The requirements that law enforcement have 
to meet for both of these types of orders are essentially identical. This means that 
it is likely the same principles of minimization and incrementalism would apply. 
However, given that geofence warrants have never been litigated or discussed 
publicly, it is impossible to know what types of process police follow to obtain 
geofenced data. 

A recent case in the U.S., United States v. Chatrie, found that the use of geofence 
warrants such as these documented by the above reporting violated U.S. consti-
tutional privacy rights. This follows the findings of other lower courts through-
out the United States. This issue has not been heard by an appellate level court, 
meaning that it is possible that these findings of unconstitutionality may change 
over time as these matters continue to be litigated at higher level courts. Right 
now, this means that geofence warrants need to be narrowed in scope and not 
capture the intimate information of a large number of potentially innocent people. 
Of course, these issues only rarely come to light, as explained by Memo 1. While 
judges may be making these findings years after these warrants are issued, in the 
meantime many individuals are likely getting caught in what can be described as 
fishing expeditions by police in the hopes of catching someone who was related 
to a criminal activity. 

Confidentiality Obligations to Consumers: What obligations do private companies 
owe to their consumers when police request disclosure of information? 

When police send a company a production order requesting disclosure of data, 
these companies are obligated to respond since they are court-ordered by judges. 
As described by Canada’s Department of Justice:  “The Personal Information Pro-
tection and Electronic Documents Act allows for the disclosure of personal infor-
mation without the knowledge and consent of the individual to whom it pertains, 
as long as that disclosure is requested by a government institution that has iden-
tified its lawful authority to obtain such information.” In the case of law enforce-
ment, a warrant or production order satisfies the definition of ‘lawful authority’ 
for obtaining data. 

https://www.eff.org/deeplinks/2019/04/googles-sensorvault-can-tell-police-where-youve-been
https://www.wired.com/story/geofence-warrants-google/
https://www.nytimes.com/2019/04/13/technology/google-sensorvault-location-tracking.html
https://www.eff.org/deeplinks/2022/03/federal-court-virginia-holds-geofence-warrant-violates-constitution
https://www.eff.org/deeplinks/2020/08/new-federal-court-rulings-find-geofence-warrants-unconstitutional-0
https://www.justice.gc.ca/eng/cons/la-al/d.html


The Intersectional Privacy Risks of Data Sharing  
Between Law Enforcement and Local Government

pg 62

In addition to having to disclose information where police have lawful authority 
to request it, companies can also disclose information without the knowledge 
or consent of the consumer on its own accord.8 The organization would have to 
develop its own reasonable grounds to believe that a crime has or will be com-
mitted in order to justify disclosure under this part of the private sector privacy 
law. Presumably, organizations might have their own internal processes to iden-
tify such information and to determine when disclosure is necessary. It would be 
interesting to understand how much law enforcement has shaped these inter-
nal policies, if at all, and whether channels of communication are established 
between corporate teams and law enforcement liaisons. 

The question of whether police can request subscriber information without an 
order or warrant from an internet service provider (ISP) was discussed in R. v. 
Spencer 2014 SCC 43. In that case, the Supreme Court found that when police 
request information without judicial authorization from an ISP, the contractual 
terms and the statutory (i.e. PIPEDA) terms between the accused (Spencer) and 
Shaw (the ISP) weigh in favour of recognizing a reasonable expectation of privacy 
in subscriber information data. A request by police that an ISP voluntarily submit 
to sharing this information amounts to a “search” under section 8 of the Canadian 
Charter. Without prior authorization, this search would be unreasonable and vio-
late the individual’s constitutional privacy rights.

In the smart city context, this means that companies could be disclosing data 
from sensors and smart city tech to police in two ways: voluntarily arising from 
their own monitoring systems that identify potential criminal activity or they 
can be forced to disclose through a production order. Whether they can disclose 
information through a police request (that doesn’t come as a search warrant or 
a production order) will depend on the type of information they are being asked 
to share. Location data, for example, attracts constitutional protection due to the 
R. v. Wise decision at the Supreme Court, so it is possible to argue that informa-
tion collected from smart bus/metro passes requires a warrant for some type of 
metadata protection order. However, not all data requested by police will be the 
type that attracts constitutional protection. 

As this analysis shows, police have numerous methods at their disposal to access 
a wide range of data from cities. What it also shows is that there are several areas 
of regulatory ambiguity that have been, and no doubt will continue to be, exploited 
to increase data access. The categorical distinctions between PII and other data is 
difficult to ascertain and harder still to currently govern, and much of what might 
shared “may be de-identified and subjected to a range of aggregation or blurring 
techniques in terms of individual identity, but still reflects on one level or another 
the behaviour and activities of those users” (Taylor et al., 2016, p. 12).

(8) Section 7(2) of 
PIPEDA: an organization 
may, without the knowl-
edge or consent of the 
individual, use personal 
information only if 
(a) in the course of its 
activities, the organi-
zation becomes aware of 
information that it has 
reasonable grounds to 
believe could be useful 
in the investigation 
of a contravention of 
the laws of Canada, a 
province or a foreign 
jurisdiction that has 
been, is being or is 
about to be committed, 
and the information is 
used for the purpose of 
investigating that con-
travention.

https://www.canlii.org/en/ca/scc/doc/2014/2014scc43/2014scc43.html?searchUrlHash=AAAAAQAHc3BlbmNlcgAAAAAB&resultIndex=1
https://www.canlii.org/en/ca/scc/doc/2014/2014scc43/2014scc43.html?searchUrlHash=AAAAAQAHc3BlbmNlcgAAAAAB&resultIndex=1
https://canliiconnects.org/en/summaries/67562
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